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Abstract. Zooming reasoning systems is a mechanism for reasoning using granular computing. The key concept of the
zooming reasoning system is focus, which represents sentences we use in the current step of reasoning. Murai et al. has
proposed a three-valued valuation based on focus. On the other hand, the authors have proposed another concept of granularity,
called visibility, and constructed a four-valued truth valuation based on visibility and focus. However, our formulation of the
four-valued valuation causes some difficulties to extend to all non-modal sentences. In this paper, we explore and refine
connections between granular reasoning and semantics of four-valued logic. In particular, we refine the four-valued semantics
based on visibility and focus, and demonstrate some properties of the four-valued semantics.

Keywords: Granular reasoning, four-valued logic, zooming reasoning system, focus, visibility
PACS: 02.10.Ab Logic and set theory

1 INTRODUCTION

Granular computingbased on rough set theory (Pawlak [13, 14]) has been widely studied as a new paradigm of
computing (for example, see [6, 15]). In particular, Murai et al. has proposedgranular reasoningas a mechanism
for reasoning using granular computing [7], and developed a framework of granular reasoning, called a zooming
reasoning system [8, 9, 10]. The key concept of the zooming reasoning system isfocus, which represents sentences we
use in the current step of reasoning. The focus provides "granularized" possible worlds, and a three-valued valuation
that assigns the truth value "true" or "false" to atomic sentences that appear in the focus, and assigns the truth value
"unknown" to other atomic sentences. Murai et al. have also provided methods of control of thedegree of granularity,
and illustrated that such control of the degree of granularity represents reasoning steps. Moreover, deduction, non-
monotonic reasoning, and abduction are also illustrated by control of the degree of granularity [11, 12].

On the other hand, the authors have proposed another concept of granularity, calledvisibility [5]. Visibility is an
analogy of the term about vision that means the range of vision, which introduces the concept of "range" of sentences
we consider. Visibility separates all atomic sentences into "visible" atomic sentences, that is, atomic sentences we
consider, and "invisible" atomic sentences which are out of consideration. Combining visibility and focus, the authors
have constructed a four-valued valuation with the following four values: true, false, unknown and undefined. Using
the four-valued valuation, all atomic sentences are separated in the following three groups:invisible sentences, that
is, atomic sentences with the truth value "undefined",obscurely visiblesentences with the truth value "unknown",
andclearly visiblesentences with the truth value "true" or "false". However, our formulation had some difficulties to
extend the four-valued valuation to all non-modal sentences.

In this paper, to overcome the difficulties of extending four-valued valuations, we refine connections between
granular reasoning and semantics of four-valued logic. In particular, we refine the formulation of visibility and focus
by further granularization to granularized possible worlds. We also reconstruct the four-valued valuation, which is
extended to all non-modal sentences. Moreover, we discuss semantic characterization of visibility and focus.
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2 BACKGROUNDS

2.1 Kripke-Style Models

Let P be a set of (at most countably infinite) atomic sentences. We construct a languageLML(P) for modal
logic from P using logical symbols⊤ (the truth constant),⊥ (the falsity constant),¬ (negation),∧ (conjunction),∨
(disjunction),→ (material implication), and two modal operators2 (necessity) and3 (possibility) by the following
rules (1)p ∈P ⇒ p ∈LML(P), (2) p∈LML(P)⇒¬p∈LML(P), (3) p,q∈LML(P) ⇒ (p∧q),(p∨q),(p→ q) ∈
LML(P), (4) p∈LML(P)⇒2p,3p∈LML(P). A sentence is callednon-modalif the sentence does not contain any
modal operators.

A Kripke modelis a tripleM = 〈W,R,v〉, whereW is a non-empty set of possible worlds,R is a binary relation onW,
andv is a valuation that assigns either the truth valuet (true) orf (false) to every atomic sentencep∈P at every world
w∈W. We defineM ,w |= p ⇐⇒ v(p,w) = t. The relation|= is naturally extended to every sentencep∈ LML(P)
by the usual way. For any sentencep∈ LML(P), we define thetruth setof p in M as∥p∥ = {w∈W | M ,w |= p}.

2.2 Zooming Reasoning Systems

Zooming reasoning systemsprovide reasoning processes using reconstruction of models by generating equivalent
classes of possible worlds [9, 10]. Such construction operations are calledzooming in & out[8].

Zooming reasoning systems are formalized as follows: LetM = 〈W,R,v〉 be a Kripke model, andL (P) be a
propositional language generated fromP by usual way similar to constructingLML(P). Suppose we consider a set
Γ of non-modal sentences that illustrates the set of sentences we need to use the current reasoning step. The setΓ is
called afocal pointor a focus. We define the setPΓ of atomic sentences that appear in the current reasoning step
by PΓ = P ∩Sub(Γ), where Sub(Γ) is the union of the sets of subsentences of each sentence inΓ. UsingPΓ, an
equivalence relationRΓ overW, called anagreement relation, is defined by

xRΓy
def⇐⇒ v(p,x) = v(p,y) for all p ∈ PΓ. (1)

The agreement relationRΓ induces the quotient set̃WΓ
def= W/RΓ. Each element[x]RΓ ∈ W̃Γ is a granule of possible

worlds underΓ, and called agranularized possible world. Hereafter, we denote a granularized world[x]RΓ by x̃. We
also construct a truth valuatioñvΓ for granularized possible worlds. The valuationṽΓ becomes the following three-
valued one:

ṽΓ : P ×W̃Γ −→ 2{t,f} \{ /0}. (2)

The three-valued valuatioñvΓ is defined by

ṽΓ(p, x̃) =






{t}, if v(p,w) = t for all w∈ x̃,
{f}, if v(p,w) = f for all w∈ x̃,
{t, f}, otherwise.

(3)

Now we have agranularized model

M̃Γ
def= 〈W̃Γ, · · · , ṽΓ〉. (4)

of M with respect toΓ. The three-valued semantic consequence relation|=3 is partially defined:M̃Γ, w̃ |=3 p
def⇐⇒

ṽΓ(p, x̃) = {t}, and extended by the usual way.
When we move to the next step in some reasoning process, we need to reconstruct the granularized possible worlds

and the granularized model. LetΓ be the current focus, and∆ be the focus in the next step.
1. WhenPΓ ⊃ P∆, we need further granularization, which is represented by a mapping

OΓ
∆ : WΓ −→W∆, (5)

OΓ
∆ (x̃) def= {w∈W | v(p,w) = v(p,x) for all p ∈ P∆ andx∈ x̃}, (6)

and called azooming out fromΓ to ∆.
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2. WhenPΓ ⊂ P∆, we need the inverse operation of granularization. we represent this operation by a mapping

I Γ
∆ : WΓ −→ 2W∆ , (7)

I Γ
∆ (x̃) def= {ỹ∈W∆ | v(p,x) = v(p,y) for all p ∈ PΓ, x∈ x̃ andy∈ ỹ}, (8)

and called azooming in fromΓ to ∆.
3. If PΓ andP∆ are not nested each other, the movement fromΓ to ∆ is represented by combination of "zooming in &

out", that is, a zooming in fromΓ to Γ∪∆ first, and next, a zooming out fromΓ∪∆ to ∆.

2.3 Visibility: Another Concept of Granularization

Visibility is a term about vision that means the range of vision. Visibility divides objects we can see into two types
primitively: objects inside of the range of vision, that is, currently visible objects, and outside objects, that is, currently
invisible objects. Moreover, combining the visibility and the focus, visible objects are further divided into two types.
If an object is in the range of vision but out of focus, it looks obscurely, and we can look the object clearly only if it is
in the focal point.

The authors have introduced the concept of visibility to granular reasoning as an another concept of granularization,
and have proposed a four-valued valuation based on the visibility and focus [5]. LetΓ be a set of non-modal sentences
considered in the current step of reasoning. UsingΓ, we define thevisibility relative toΓ. Moreover, we redefine the
the concept of the focus, and proposed thefocusrelative toΓ. The definitions of the visibilityVs(Γ) and focusFc(Γ)
relative toΓ are as follows:

Vs(Γ) def= P ∩Sub(Γ) = PΓ, (9)

Fc(Γ) def= {p ∈ P | eitherΓ ⊢ p or Γ ⊢ ¬p} . (10)

Note that we haveFc(Γ) ⊆Vs(Γ) for anyΓ.
To characterize the semantic meaning of visibility and focus, we also construct a granularized modelM̃Fc(Γ) based

on the focusFc(Γ) relative toΓ. First, if we haveFc(Γ) ̸= /0, we define the agreement relationRFc(Γ) by (1), and

construct the set of granularized possible worldsW̃Fc(Γ). On the other hand, ifFc(Γ) = /0, we defineW̃Fc(Γ)
def= {W}.

Next, we construct a valuatioñvFc(Γ) in the granularized modelM̃Fc(Γ) as the following four-valued valuation:

ṽFc(Γ) : P ×W̃Fc(Γ) −→ 2{t,f}. (11)

Actually, the four-valued valuatioñvFc(Γ) is defined by

ṽFc(Γ)(p, w̃) def=






{t}, if p ∈Vs(Γ) andv(p,x) = t for all x∈ w̃,
{f}, if p ∈Vs(Γ) andv(p,x) = f for all x∈ w̃,

{t, f}, if p ∈Vs(Γ) butv(p,x) = t for somex∈ w̃
andv(p,y) = f for somey∈ w̃,

/0, if p ̸∈Vs(Γ).

(12)

An atomic sentencep is clearly visibleat the granularized possible world̃w if and only if eitherṽVs(Γ)(p, w̃) = {t} or
ṽVs(Γ)(p, w̃) = {f}. On the other hand,p is obscurely visibleif and only if ṽVs(Γ)(p, w̃) = {t, f}. Moreover,p is invisible
if and only if ṽVs(Γ)(p, w̃) = /0.

3 VISIBILITY AND FOCUS: REVISED

In this section, we revise our formulation of visibility and focus. We have proposed visibility as another concept of
granular reasoning, and formulated the four-valued valuationṽFc(Γ) based on visibility and focus [5], however, our
formulation had some difficulties to extendṽFc(Γ) to all non-modal sentences. In the definition ofṽFc(Γ) by (12), we
have used the visibilityVs(Γ) to check whether an atomic sentencep is visible. If we extend̃vFc(Γ) to all non-modal
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sentences, we need to check, for any non-modal sentencep, whetherp is visible. However, it is determined by the
truth valueṽFc(Γ)(p, w̃). Therefore, it becomes a circular argument.

Our main idea to overcome these difficulties is to constructequivalence classes of granularized possible worldsby
the following two steps:

1. Using visibility, we construct granularized possible worlds to divide all non-modal sentences into "visible" ones
and "invisible" ones.

2. Using focus, we construct equivalence classes of granularized possible worlds to divide all "visible "sentences
into "clearly visible" ones and "obscurely visible" ones.

3.1 Part 1: Granularized Possible Worlds Based on Visibility

We formulate a set of granularized possible worlds based on visibility and a three-valued valuation to determine
whether each non-modal sentence is visible.

Let Γ be a set of non-modal sentences considered in the current step of reasoning. UsingΓ, we define the visibility
Vs(Γ) and focusFc(Γ) relative toΓ by (9) and (10), respectively. We construct the agreement relationRVs(Γ) based on
the visibility Vs(Γ) as follows:

xRVs(Γ)y
def⇐⇒ v(p,x) = v(p,y), ∀p ∈Vs(Γ). (13)

The agreement relationRVs(Γ) induces the set of granularized possible worldsW̃
def= W/RVs(Γ). We also construct a

truth valuationṽVs(Γ) for granularized possible worlds̃x
def= [x]RVs(Γ) ∈ W̃ . The valuationṽVs(Γ) becomes the following

three-valued one:
ṽVs(Γ) : P ×W̃ −→ 2{t,f} \{{t, f}}. (14)

The three-valued valuatioñvVs(Γ) is defined by:

ṽVs(Γ)(p, w̃) def=






{t}, if v(p,x) = t for all x∈ w̃,
{f}, if v(p,x) = f for all x∈ w̃,
/0, otherwise.

(15)

Hereafter, we use the following notations:T def= {t} andF def= {f}, respectively. We call that an atomic sentencep is
visibleat w̃ if and only if eitherṽVs(Γ)(p, w̃) = T or ṽVs(Γ)(p, w̃) = F. Otherwise, we call thatp is invisibleat w̃. By this
definition, for anyp ∈Vs(Γ), it is clear thatp is visible at allw̃∈ W̃.

The three-valued valuatioñvVs(Γ) is extended to all non-modal sentences by truth assignments of connectives¬
(negation),∧ (conjunction),∨ (disjunction) and→ (implication) illustrated in Table 1. We denote the extended three-
valued valuation by the same notationṽVs(Γ). Similar to the case of atomic sentences, for any non-modal sentencep,
we call p is visible atw̃ if and only if eitherṽVs(Γ)(p, w̃) = T or ṽVs(Γ)(p, w̃) = F. Otherwise, we call thatp is invisible
at w̃. Hence, if bothp andq are visible, it is clear that¬p, p∧q, p∨q andp→ q are also visible.

These truth assignments are direct extensions of two-valued truth assignments by simply adding the third truth
value /0, and may look unnatural. By these truth assignments, we intend to extend the concept of visibility to all
non-modal sentences. The visibilityVs(Γ) relative toΓ is the set ofall atomic sentences that we consider at the
current reasoning step, thus, the set of all non-modal sentences that we can consider at the current step becomes the
sublanguageL (Vs(Γ)), that is, the subset ofL (P) that are generated fromVs(Γ) by usual way. It is easy to check
that, for any sentencep ∈ L (Vs(Γ)), there is somẽw ∈ W̃ such thatp is visible atw̃. These facts indicate that the
definition of ṽVs(Γ)(p, w̃) and truth assignments illustrated in Table 1 are well-defined, and they capture some of the
important properties of visibility.

3.2 Part 2: Equivalence Classes of Granularized Possible Worlds Based on Focus

As we mentioned at the first of this section, using focus, we intend to divide all "visible "sentences into "clearly
visible" ones and "obscurely visible" ones. To illustrate this intention, we formulate a set of equivalence classes
of granularized possible worlds, and a four-valued valuation to determine whether each visible sentence is "clearly
visible".
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TABLE 1. Truth tables of the three-valued valuation
Negation¬p
p ¬p

/0 /0
F T
T F

Conjunctionp∧q
HHHp

q /0 F T

/0 /0 /0 /0
F /0 F F
T /0 F T

Disjunctionp∨q
HHHp

q /0 F T

/0 /0 /0 /0
F /0 F T
T /0 T T

Implication p→ q
HHHp

q /0 F T

/0 /0 /0 /0
F /0 T T
T /0 F T

Using the focusFc(Γ) relative toΓ, we construct an agreement relationRFc(Γ) over theset of granularized possible
worldsW̃. If Fc(Γ) ̸= /0, we define the agreement relationRFc(Γ) as follows:

x̃ RFc(Γ) ỹ
def⇐⇒ ṽVs(Γ)(p, x̃) = ṽVs(Γ)(p, ỹ), ∀p ∈ Fc(Γ). (16)

Note that, becauseFc(Γ) ⊆Vs(Γ), eachp ∈ Fc(Γ) has either ˜vVs(Γ)(p, w̃) = T or ṽVs(Γ)(p, w̃) = F at each ˜w∈ W̃. The

agreement relationRFc(Γ) overW̃ induce the quotient set of granularized possible worldsŴ
def= W̃/RFc(Γ). We treat

each equivalence clasŝw
def= [w̃]RFc(Γ) as a unit of consideration as if eachŵ were a "possible world". On the other hand,

if Fc(Γ) = /0, we can not construct the agreement relation. In this case, we defineŴ
def= {W̃}.

We consider a valuation function̂vFc(Γ) for equivalence classes of granularized possible worlds as the following
four-valued one:

v̂Fc(Γ) : P ×Ŵ −→ 2{T,F}. (17)

The valuation̂vFc(Γ) is defined by:

v̂Fc(Γ)(p, ŵ) def=






{T}, ṽVs(Γ)(p, x̃) = T for all x̃∈ ŵ,
{F}, ṽVs(Γ)(p, x̃) = F for all x̃∈ ŵ,

{T,F}, ṽVs(Γ)(p, x̃) = T for some ˜x∈ ŵ
andṽVs(Γ)(p, ỹ) = F for some ˜y∈ ŵ,

/0, otherwise.

(18)

We call that an atomic sentencep is clearly visibleat an equivalence class of granularized possible worldsŵ if and
only if either v̂Fc(Γ)(p, ŵ) = {T} or v̂Fc(Γ)(p, ŵ) = {F}. On the other hand,p is obscurely visibleat ŵ if and only if
v̂Fc(Γ)(p, ŵ) = {T,F}. Otherwise,p is invisibleat ŵ.

Similar to the case of the three-valued valuation ˜vVs(Γ), the four-valued valuation̂vFc(Γ) is extended to all non-
modal sentences by truth assignments illustrated in Table 2. We denote the extended four-valued valuation by the
same notation̂vFc(Γ). Similar to the three-valued case, for any clearly visible sentencesp andq, it is obvious that

¬p, p∧q, p∨q and p→ q are also clearly visible. Note that there is at least one equivalence classŵ∈ Ŵ such that
v̂Fc(Γ)(p, ŵ) = {T} for all p∈ Γ. Moreover, it is easy to check thatv̂Fc(Γ)(p, ŵ) = /0 at allŵ∈ Ŵ ⇐⇒ ṽFc(Γ)(p, w̃) = /0

at all w̃∈ W̃, that is,p is invisible at allŵ∈ Ŵ if and only if p is invisible at allw̃∈ W̃.
We denotep≡ q if and only if v̂Fc(Γ)(p,ŵ) = v̂Fc(Γ)(q, ŵ) at all ŵ∈ Ŵ. It is easy to check that ˜vFc(Γ) satisfies some

two-valued tautologies.

Proposition 1 For any non-modal sentencesp,q, r ∈ L (P), the four-valued valuation ˜vFc(Γ) validates the following
properties:

• All associative and commutative laws for∧ and∨.
• p∧ (q∨ r) ≡ (p∧q)∨ (p∧ r), p∨ (q∧ r) ≡ (p∨q)∧ (p∨ r) (Distributive laws).
• ¬¬p≡ p, p→ q≡ ¬p∨q.
• ¬(p∧q) ≡ ¬p∨¬q, ¬(p∨q) ≡ ¬p∧¬q (De Morgan’s laws).
• p→ q≡ ¬q→¬p (Contraposition).
• (p∧q) → r ≡ p→ (q→ r) (Exportation).

The proof of Proposition 1 is in Appendix.
Note that, however, not all two-valued tautologies are satisfied by ˜vFc(Γ). For example, for any invisible sentencep

and obscurely visible sentenceq, exclusive middle is not satisfied: ˜vFc(Γ)(p∨¬p, ŵ) = /0 andṽFc(Γ)(q∨¬q, ŵ) = {T,F}
for all ŵ∈ Ŵ.
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TABLE 2. Truth tables of the four-valued valuation
Negation¬p
p ¬p

/0 /0
{F} {T}
{T} {F}
{T,F} {T,F}

Disjunctionp∨q
HHHp

q /0 {F} {T} {T,F}
/0 /0 /0 /0 /0

{F} /0 {F} {T} {T,F}
{T} /0 {T} {T} {T}
{T,F} /0 {T,F} {T} {T,F}

Conjunctionp∧q
HHHp

q /0 {F} {T} {T,F}
/0 /0 /0 /0 /0

{F} /0 {F} {F} {F}
{T} /0 {F} {T} {T,F}
{T,F} /0 {F} {T,F} {T,F}

Implication p→ q
HHHp

q /0 {F} {T} {T,F}
/0 /0 /0 /0 /0

{F} /0 {T} {T} {T}
{T} /0 {F} {T} {T,F}
{T,F} /0 {T,F} {T} {T,F}

Now we have afour-valued granularized model

M̂Γ
def= 〈Ŵ, · · · , v̂Fc(Γ)〉. (19)

of M with respect toVs(Γ) and Fc(Γ). Moreover, the four-valued semantic consequence relation|=4 is partially
defined and extended by the usual way as follows.M̂, ŵ |=4 p means that the sentencep is true at the equivalence class
ŵ in the modelM̂Γ:

M̂, ŵ |=4 p
def⇐⇒ v̂Fc(Γ)(p, ŵ) = {T}, ∀p ∈ P,

M̂, ŵ |=4 ¬p ⇐⇒ v̂Fc(Γ)(p, ŵ) = {F},

M̂, ŵ |=4 p∧q ⇐⇒ v̂Fc(Γ)(p, ŵ) = {T} and v̂Fc(Γ)(q, ŵ) = {T},

M̂, ŵ |=4 p∨q ⇐⇒ v̂Fc(Γ)(p, ŵ) = {T} or v̂Fc(Γ)(q,ŵ) = {T},

M̂, ŵ |=4 p→ q ⇐⇒ v̂Fc(Γ)(q, ŵ) = {T} wheneverv̂Fc(Γ)(p, ŵ) = {T}.

For any subset∆ of non-modal sentences, we denotêM , ŵ |=4 ∆ if M̂ , ŵ |=4 p for all p∈ ∆. We define the set of

equivalence classes∥∆∥4
def= {ŵ∈ Ŵ | M̂ , ŵ |=4 ∆}, and called thetruth setof ∆. If M̂ , ŵ |=4 ∆ holds for allŵ∈ Ŵ, we

denoteM̂ |=4 ∆. In the case∆ = {p}, we abbreviateM̂ |=4 p, and called thatp is valid inM̂ . Moreover, ifM̂ , ŵ |=4 ∆
impliesM̂ , ŵ |=4 p for all ŵ∈ Ŵ, we denoteM̂ ,∆ |=4 p, and called that∆ concludes p inM̂ . Similar to the classical
propositional logic, the semantic version of thededuction theoremis satisfied.

Proposition 2 If p is clearly visible at all̂w∈ Ŵ, then

M̂ ,∆∪{p} |=4 q ⇐⇒ M̂ ,∆ |=4 p→ q.

The proof of Proposition 2 is in Appendix.

Example 1 Let P = {p,q, r} be a set of atomic sentences, andM = 〈W,R,v〉 be a Kripke model with the following
eight possible worlds:

w1 = {p,q, r}, w2 = {p,q}, w3 = {p, r}, w4 = {p},
w5 = {q, r}, w6 = {q}, w7 = {r}, w8 = /0.

We define the truth value of each atomic sentencep∈P at each worldw∈W by v(p,w) = t ⇐⇒ p∈ w. By this truth
assignment, for example, all atomic sentences are true atw1. On the other hand, all atomic sentences are false atw8.

Suppose we have the following set of non-modal sentences considered in the current step of reasoning:Γ = {q,p→
q}. Hence, we have the visibilityVs(Γ) = {p,q}, and focusFc(Γ) = {q} relative toΓ, respectively:

Constructing the agreement relationRVs(Γ) by (13), we have the following four granularized possible worlds:

w̃1 = {w1,w2}, w̃3 = {w3,w4}, w̃5 = {w5,w6}, w̃7 = {w7,w8}.
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Each atomic sentence has the following three-valued truth value:

ṽFc(Γ)(p, w̃1) = T, ṽFc(Γ)(q, w̃1) = T, ṽFc(Γ)(r, w̃1) = /0,
ṽFc(Γ)(p, w̃3) = T, ṽFc(Γ)(q, w̃3) = F, ṽFc(Γ)(r, w̃3) = /0,
ṽFc(Γ)(p, w̃5) = F, ṽFc(Γ)(q, w̃5) = T, ṽFc(Γ)(r, w̃5) = /0,
ṽFc(Γ)(p, w̃7) = F, ṽFc(Γ)(q, w̃7) = F, ṽFc(Γ)(r, w̃7) = /0.

These truth values indicate thatp andq are visible, whiler is invisible.
Next, we construct the agreement relationRFc(Γ) overW̃, and get the following two equivalence classes:

ŵ1 = {w̃1, w̃5} = {{w1,w2},{w5,w6}}, ŵ3 = {w̃3, w̃7} = {{w3,w4},{w7,w8}}.

By (18), each atomic sentence has the following four-valued truth value:

v̂Fc(Γ)(p, ŵ1) = {T,F}, v̂Fc(Γ)(q, ŵ1) = {T}, v̂Fc(Γ)(r, ŵ1) = /0.
v̂Fc(Γ)(p, ŵ3) = {T,F}, v̂Fc(Γ)(q, ŵ3) = {F}, v̂Fc(Γ)(r, ŵ3) = /0.

This means thatq is clearly visible, butp is obscurely visible. Similar to the three-valued case,r is invisible. Four-
valued truth values of any non-modal sentences are calculated based on Table 2. For example, the truth value ofp→ q
is: v̂Fc(Γ)(p→ q, ŵ1) = {T} andv̂Fc(Γ)(p→ q, ŵ3) = {T,F}. Thus, all non-modal sentences inΓ are true, that is, clearly
visible, atŵ1.

4 DISCUSSION

As illustrated in Example 1, our revised framework of four-valued valuation avoids the circular argument mentioned in
Section 3, which overcome the difficulties of the previous formulation about extension of four-valued valuation. How-
ever, our four-valued valuation is quite different to Belnap’s four-valued logics based on bilattices [1, 2]. Comparison
our valuation and other four-valued semantics is a future work.

Murai et al.’s formulation of focus is included into our formulation as a special case. Their formulation corresponds

to the case that, ignoring (9) and (10), we defineVs(Γ) def= P andFc(Γ) def= PΓ, that is, all atomic sentences are visible,
and all atomic sentences which appear inΓ are clearly visible.

If we regard the setΓ as the currentknowledge baseabout the current worldw, our intention about visibility and
focus becomes more clear. We illustrate this by using example 1. Suppose webelieveΓ = {q,p → q} that represents
our beliefs aboutw. The meaning of "we believeΓ" is that we believe that all sentences inΓ are true. Thus, constructing
Ŵ andv̂Fc(Γ) by the visibilityVs(Γ) and focusFc(Γ), we have a "model"̂w1 aboutw, which illustrates thatq is "true",
andp is "unknown". InΓ, we just considerp andq, and do not know the existence an other atomic sentence,r, therefore
r should be "undefined" at the model.

Moreover, if we observe the world, and get new information about the world, it cause some changes ofΓ, and
reconstruction̂W andv̂Fc(Γ). This connects tobelief change(for example, see [3, 4]) andzooming in & outoperations
[8, 9, 10, 11], which is a future work.

5 CONCLUSION

In this paper, we refined our previous formulation of visibility and focus [5] by further granularization to granularized
possible worlds. We also reformulated the four-valued valuation based on visibility and focus, and it was extended to
all non-modal sentences. These results overcome the difficulties of the previous formulation about extension of four-
valued valuation. More refinement of the proposed framework and explore of connections with, for example, belief
change and zooming in & out operations discussed in the previous section are future works.
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APPENDIX

Proofs

Proposition 1 For any non-modal sentencesp,q, r ∈ L (P), the four-valued valuatioñvFc(Γ) validates the following
properties:

• All associative and commutative laws for∧ and∨.
• p∧ (q∨ r) ≡ (p∧q)∨ (p∧ r), p∨ (q∧ r) ≡ (p∨q)∧ (p∨ r) (Distributive laws).
• ¬¬p≡ p, p→ q≡ ¬p∨q.
• ¬(p∧q) ≡ ¬p∨¬q, ¬(p∨q) ≡ ¬p∧¬q (De Morgan’s laws).
• p→ q≡ ¬q→¬p (Contraposition).
• (p∧q) → r ≡ p→ (q→ r) (Exportation).

Proof.
We show that the distributive lawp∧ (q∨ r) ≡ (p∨ q)∧ (p∨ r) is satisfied by checkinĝvFc(Γ)(p∧ (q∨ r), ŵ)

= v̂Fc(Γ)((p∧q)∨(p∧r), ŵ) for each case that̂vFc(Γ)(p∧(q∨r), ŵ) = T, F, {T,F} and/0, respectively. Other properties
are proved similarly. By the truth tables of the four-valued valuations illustrated in TABLE 2, each case is proved as
follows:

v̂Fc(Γ)(p∧ (q∨ r), ŵ) = T ⇐⇒ v̂Fc(Γ)(p, ŵ) = T, andv̂Fc(Γ)(q∨ r, ŵ) = T
⇐⇒ v̂Fc(Γ)(p, ŵ) = T, and, either̂vFc(Γ)(q, ŵ) = T or v̂Fc(Γ)(r, ŵ) = T

⇐⇒ either (̂vFc(Γ)(p, ŵ) = T, andv̂Fc(Γ)(q, ŵ) = T ),
or (v̂Fc(Γ)(p, ŵ) = T, andv̂Fc(Γ)(r, ŵ) = T)

⇐⇒ v̂Fc(Γ)((p∧q)∨ (p∧ r), ŵ) = T.
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v̂Fc(Γ)(p∧ (q∨ r), ŵ) = F ⇐⇒ eitherv̂Fc(Γ)(p, ŵ) = F or v̂Fc(Γ)(q∨ r, ŵ) = F
⇐⇒ eitherv̂Fc(Γ)(p, ŵ) = F, or, bothv̂Fc(Γ)(q, ŵ) = F andv̂Fc(Γ)(r, ŵ) = F
⇐⇒ both v̂Fc(Γ)(p∧q, ŵ) = F andv̂Fc(Γ)(p∧ r, ŵ) = F
⇐⇒ v̂Fc(Γ)((p∧q)∨ (p∧ r), ŵ) = F.

v̂Fc(Γ)(p∧ (q∨ r), ŵ) = {T,F} ⇐⇒ either
1. v̂Fc(Γ)(p, ŵ) = T, andv̂Fc(Γ)(q∨ r, ŵ) = {T,F}, or
2. v̂Fc(Γ)(p, ŵ) = {T,F}, andv̂Fc(Γ)(q∨ r, ŵ) = T, or
3. v̂Fc(Γ)(p, ŵ) = {T,F}, andv̂Fc(Γ)(q∨ r, ŵ) = {T,F}

In the case of 1. ⇐⇒ v̂Fc(Γ)(p, ŵ) = T, and either
1-1. v̂Fc(Γ)(q, ŵ) = F andv̂Fc(Γ)(r, ŵ) = {T,F}, or
1-2. v̂Fc(Γ)(q, ŵ) = {T,F} andv̂Fc(Γ)(r, ŵ) = F, or
1-3. v̂Fc(Γ)(q, ŵ) = {T,F} andv̂Fc(Γ)(r, ŵ) = {T,F}

⇐⇒ 1-1. v̂Fc(Γ)(p∧q, ŵ) = F andv̂Fc(Γ)(p∧ r, ŵ) = {T,F}, or
1-2. v̂Fc(Γ)(p∧q, ŵ) = {T,F} andv̂Fc(Γ)(p∧ r, ŵ) = F, or
1-3. v̂Fc(Γ)(p∧q, ŵ) = {T,F} andv̂Fc(Γ)(p∧ r, ŵ) = {T,F}

⇐⇒ v̂Fc(Γ)((p∧q)∨ (p∧ r), ŵ) = {T,F}.
In the case of 2. ⇐⇒ v̂Fc(Γ)(p, ŵ) = {T,F}, and either̂vFc(Γ)(q, ŵ) = T or v̂Fc(Γ)(r, ŵ) = T

⇐⇒ eitherv̂Fc(Γ)(p∧q, ŵ) = {T,F} andv̂Fc(Γ)(p∧ r, ŵ) = F, or
v̂Fc(Γ)(p∧q, ŵ) = F andv̂Fc(Γ)(p∧ r, ŵ) = {T,F}, or
v̂Fc(Γ)(p∧q, ŵ) = {T,F} andv̂Fc(Γ)(p∧ r, ŵ) = {T,F}
v̂Fc(Γ)((p∧q)∨ (p∧ r), ŵ) = {T,F}.

In the case of 3. ⇐⇒ v̂Fc(Γ)(p, ŵ) = {T,F}, and either
3-1. v̂Fc(Γ)(q, ŵ) = F andv̂Fc(Γ)(r, ŵ) = {T,F}, or
3-2. v̂Fc(Γ)(q, ŵ) = {T,F} andv̂Fc(Γ)(r, ŵ) = F, or
3-3. v̂Fc(Γ)(q, ŵ) = {T,F} andv̂Fc(Γ)(r, ŵ) = {T,F}

⇐⇒ 3-1. v̂Fc(Γ)(p∧q, ŵ) = F andv̂Fc(Γ)(p∧ r, ŵ) = {T,F}, or
3-2. v̂Fc(Γ)(p∧q, ŵ) = {T,F} andv̂Fc(Γ)(p∧ r, ŵ) = F, or
3-3. v̂Fc(Γ)(p∧q, ŵ) = {T,F} andv̂Fc(Γ)(p∧ r, ŵ) = {T,F}

⇐⇒ v̂Fc(Γ)((p∧q)∨ (p∧ r), ŵ) = {T,F}.
Thus, we havêvFc(Γ)(p∨ (q∧ r), ŵ) = {T,F} if and only if v̂Fc(Γ)((p∧ q) ∨ (p∧ r), ŵ) = {T,F}. It is clear

that v̂Fc(Γ)(p∨ (q∧ r), ŵ) = /0 if and only if v̂Fc(Γ)((p∧ q) ∨ (p∧ r), ŵ) = /0. Therefore,v̂Fc(Γ)(p∧ (q∨ r), ŵ) =
v̂Fc(Γ)((p∧q)∨ (p∧ r), ŵ) holds.

Proposition 2 If p is clearly visible at all̂w∈ Ŵ, then

M̂ ,∆∪{p} |=4 q ⇐⇒ M̂ ,∆ |=4 p→ q.

Proof.
(=⇒) Assume that, for anŷw ∈ Ŵ, if M̂ , ŵ |=4 ∆∪{p} holds, thenM̂ , ŵ |=4 q also holds. Becausep is clearly

visible at allŵ∈ Ŵ, we have either̂vFc(Γ)(p, ŵ) = T or v̂Fc(Γ)(p, ŵ) = F for all ŵ∈ Ŵ. This means that the truth set
∥∆∥4 is represented by

∥∆∥4 = (∥∆∥4∩∥p∥4)∪ (∥∆∥4∩∥¬p∥4).

Hence, ifŵ ∈ (∥∆∥4∩∥p∥4), we haveM̂ , ŵ |=4 q by the assumption, and thereforêM , ŵ |=4 p → q holds. On the
other hand, ifŵ∈ (∥∆∥4∩∥¬p∥4), it is clear thatM̂ , ŵ |=4 p→ q becausêw∈ ∥¬p∥4. Therefore, in the both cases,
we conclude thatM̂ , ŵ |=4 p→ q for anyŵ∈ ∥∆∥4.

(⇐=) Assume that, for anŷw∈ Ŵ, if M̂ , ŵ |=4 ∆ holds, thenM̂ , ŵ |=4 p→ q also holds. Becausêw∈ ∥∆∪{p}∥4

satisfies botĥw∈ ∥∆∥4 andŵ∈ ∥p∥4, we have bothM̂ , ŵ |=4 p→ q andM̂ , ŵ |=4 p for suchŵ∈ ∥∆∪{p}∥4, which
means thatM̂ , ŵ |=4 q holds for anyŵ∈ ∥∆∪{p}∥4.
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