SEIEAY
FER T — AT

Muroran Institute of Technology Academic Resources Archive

7

On definite linear Dependences and
Gram-Taussky Inequality

&4 eng

HiRE: EEIEKRE
/ABIE: 2014-07-14
F—7— K (Ja):
F—7— K (En):
fERxE: 2H, —5
X—=ILT7 KL R:
Firi&:

http://hdl.handle.net/10258/3538




On definite linear Dependences and

Gram—Taﬁssky Inequality

Kazuo Iwata*®

Abstract

Here the author both in a pre-Hilbert space and. in an algebraic dual discusses four types of
definite linear dependence of finite members. DBesides, he deals with the Taussky’s inequality
in positive semi-definite case. )

Introduction. In the preceeding paper 13) §1 (with respect to real inner
product space R and to such) by means of the properties** (P), (P.O) and (P.N)
we have discussed the linear dependence with positive coefficients (generalizations
of Stiemke?-Carver®-Dines”"™ theorems, algebraically, with no use of separation
theorem). And used it on a totally ordered linear space.

In the present paper, in §1, we apply the above to pre-Hilbert space and
to algebraic dual, and thereby in each case we characterize four types of definite
linear dependence. Next in §2, in connection with §1, we deal with the in:
equalities of Hadamard-Fischer”-Taussky*** type.

§ 1. Characterization of definite linear Dependences

Let Q be a quaternionic inner product space®*** (pre-Hilbert space) where
vectors are to be multiplied by scalars on the left, and the inner product of
vectors x and y will be written by (x, y). Besides, let.S be a quaternionic linear

* Em H - 8 o
**  The author, ibid. gave as follows.
Definition. With respect to a given system {a)} of n members of R, we define:
( P)Y: There exist 0,>0 (v=1,2,---,n) with <aqz,iﬂya,>>0 (i=1,2,--,n).
T

(P.O): There exist 0,>0 (v=1,2, -, n) with <ai,i/’yzly>20 (i=1,2,-,n)
and not all zero. '

(P.N): Non~P.O).
And he did also the others with respect to linear functionals. For the details, see 13 §1.
Q. Taussky says in his 12), p. 312 as follows: For the decomposition of a positive definite
Hermatian matric H=A+iB, where A, B are real ;

det H< det A  holds.

w0k Briefly speaking, the quaternionic inner product space (Q..is -defined in parallel with the

complex inner product spaceC with. exceptions that scalars and inner product are quater-

nions and quaternionic-valued. respectively. Here

. (ax,y)=alz,y), (z,By)=(z, 1),
where f=a—ib—jc—kd for quaternion B=a-+ib+jc+kd. In the following we mean
also RP=a, Cf=a+ib.

(215)



608 Kazuo Iwata

space. And let § (algebraic dual*) be the set of all the quaternionic-valued
linear functionals defined on S.

Let a system of n vectors a, a,,---,a,€Q (1<n) be given (such a system in
an inner product space will be denoted by A, throughout), and let a system of
vectors fi, fr, - fo€8 (1<n) be given.

Now let us apply the results of 13) §1 to both Q and §. To do this, for
the former we proceed by the use of associated real inner product space Qp,
and for the latter by the uses of real linear functionals Rf, (v=1,2,---n) and
associated real linear space Sj.

In view of this, we shall get** at once the present Theorems and Corol-
laries corresponding to those of 13) §1 respectively. Then at first, these are
including the characterization of definite linear dependence with positive coeffi-
cients. In fact, for example, Theorem 1’ is applicable in part in the proof of Riesz
representation theorem. Next here, corresponding to the Corollary 3 (resp. 3/%¥%¥)
of 13)§1, remarkably there are existing three kinds by the present Theorem 2
(resp. 27):

Corollary 3. Let a system A, in Q be given. It is indep**** in Q,, (resp.
Qc, Q) iff every system {d,a,:v=12,---,n} (vesp. {¢"a,}, {a,a,)}) has (P), where
each 8, (v=1,2,---,n) (resp. ¢,, a,) stands for 1 or —1 (resp. arbitrary real, non-
zero but arbitrary quaternion) individually.

Corollary 3’ will be omitted (for this, also achievable via 8) part I).

By the way, for their determinant uses, for a given system A,, let us put
as follows:

G, =det(€(a;, @), Gi=det(R(a, a;)).

As regards the Gram’s theorem (stepwise), modifications :

1 @(au ARRE @(au Apo1) @<a1, il:PpA»nau>

G, =
Ann

2

@(an: al) te @<an’ an—l) @ <am i puAunau>
1
where each A,, (v=1,2,---,n) is the cofactor of €l(a,, a,) in G,; 0,=1 and
0, (suitably)>0 (v=1,2,---,n—1),
G¥ = the analogue of the above;

and Corollary 3 enable us to get the proofs at once. That is to say, Corollary
3 just means a sort of characterization of definite linear dependence with real

* §38F(Fe8) is defined by (BN@=(Fz)8 for zES.
w6 Cf. fla)=Rf(@)—iRfliz)—RfF o)~ kRfkz)  for feS, z€S.
#k  Corollaries 27,3’ in 13) §1 may be naturally considered.
*#%% In the following, for brevity, we use “indep in Q¢” and “dep in Cg”, etc. in short for
“linearly independent over the complex field in Q" and “linearly dependent over the real
field in C”, etc. respectively. '
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On definite linear Dependences and Gram-Taussky Inequality 609

{resp. complex, quaternionic) coefficients in Q.

And so is Corollary 3’ in S.

From these points of view, further we shall treat the Gramians themselves
in §2.

§ 2. Inequalities of Gram-Hadamard-Fischer"-Taussky'® Type
Let C be a complex inner product space.

Theorem. Let a system A, in C, where a,+0 (v=1,2,--- n) and 1<n, be
given. Then we have

0<G.<Gi<lal’laz*lla.]®,

where the 1st equality holds iff A, is dep in C,
the 2nd equality holds iff either A, is dep in Cj,
or A, is indep in C and J(a;, a;)=0 for 1<i, j<n;
the final equality holds iff Ra;, a;}=0 for i+j.
Proof.
(2.1). Proof of G,<G¥. (For the sake of (2.2).)
Let A, be indep in C. For n=2, it is clear. Suppose it is true for n—1.
As it is usually given:

b ’g.}-(al, al)"'m(al, an—l) 24}

(?1, al)"'(ala an-l) a
bn — . - ;

m(‘zn) al)'“ %(ﬂn, an—l) a,

(c.zn, a) (A, Qp-r) @,
and letting A,, and A;, be the cofactors of a; (i=1,2,--,7) respectively, we have
(b b,) = A,,G,, = G,_.G,,
(bns b2) = A;,G, = GE,G,

and
(b, b,) =R (b, &)

Rlar, @) Rlay, a, ) (@, a,)
=A,.-R : = GX ,GF.
E}t(an,a al) fe §):{(an) an——l) (any an)

Hence the induction hypothesis G, , <Gy, leads to
16,17 <(bn, b,)< |5l [|67]] -

Hence
(bn; DB Bl < 115717
And so
G.<G}.
(2.2). Proof of the 2nd equality condition.
Let A, be indep in C. For n=2, it is true. Suppose it is true for n—1,

@17



610 . Kazuo .Iwata.,

Now, from (2.1) we obtain that G,=G3 holds if and only if-not-only G,.;=
holds but also b,z, b, are dep in C. That is equlvalent to both
A,, = AL,
and
A, —AL,=0 (i=12,---,n—1)

hold. Then, upon subtracting the left-hand side of the latter formulas, we get the
simultaneous. linear equations in unknowns (a,, a;) —Ra,, a;) G=1,2,:--,n—1);
where the determinant of the coefficients exactly coincides with the adjugate
matrix of A,,. Hence by A,m>0 our equahty holds if and only if

(@, a;)— Ria,, a;)=0 (] 1,2,--,n—1)
together with ‘ .'
. Slas, a;) =0 (1<i, j<n—1),
and this conﬁpletés (2.2). v vv

(3). The final inequality is the Fischer’sV case.

Now, combining the present Theorem with the generalized* Flscher s case,
let us make use of them in two directions.
That is, on the one hand:

Corollary 1. Let a system. A, in C, where a,#0 b=1,2,--,n), 2<n be
given, Then

0<G,<GI<GHa, @, a)Gi a1, a) < lallal a.l?,
where the 8rd equality holds zf ezther and only zf either A or
A, ., isdepin C,, or A, is indep in Cp and
Ras, a)=0"  (i=1,2r; j=r+1,-n);
the final equality holds iff
R, a;)=0 for 1<z]<r & r+1<z,]<n where i+].

Here, A, ., is the complementary subsystem of A, in A,." (And so forth.)
And on the other hand:

Corollary 2. Let a system A, in C, where a,x0 (v=1,2;--,7n), 2<n be
given. Then

O<Gn<Gr(al9 aZa 7a’r>Gn ,7~(a,~+1, “'7‘171
<Gr (als gy vy ar)G;f-;»r(ar»‘r—la RS} an)< HalHZHaZHZ“' EanH2 >

where the 2nd equality holds if either and only if either A, or A, ., is dep in
C, or A, is indep in C and

(aiy aj>:0 (Z';l,,Z,'.",T;j~=v7"+1,"",7l>;

* Refer to 11), No. 1, p. 472, from where we get easily.
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On definite linear Dependences: and Gram-Taussky Inequality 611
the 8rd equality holds if either and only if either A, or A, . is dep in
Cp or both A, and A, ., are indep in C and

Sla,, a;) =0 for 1<i,j<r & r+1<i,j<n.

Thesé proofs are easy by the foregoing statement.

Remark. Needless to say, in the above, changmg shghtly the final equality
conditions alone, zero vectors may be used.

.Here, applying these to. the n-dimensional. wiitary space we note.

Note. We enumerate the results here.- But we omit the-equality-conditions.
(1. Inequahtles 1,2 (On I{adamards znequalzty) Let an nxn matrix

(a“\ be given. We have

d ( }i {da(; (mw@mah +Sa, S%J) }1—
0| a )< ’
o etiay ! | det <“s,,y)!2}% . { 5 {det o )}[Z}

{1\<?p1<--»<1)wé7z 1y o<y, ,.<n

<[z, e T 2 e <tadied e,
where s runs form 1 through r, and t does from r+1 Z/zrough 72, and
Oip=Ra,, A<k<n), O = JaA<ELSn), a;=(ay, ap, ", 0,)
Sfor i=1,2,--n
Next, as a special case:
(II). Inequalities 3,4 (On Fischer"-Taussky' inequality). Let an n-square

positive semi-definite Hermitian matrix (a,;) be given. Stll we have (since it
coincides with a suitable Gram matrix™ of order n):

Nay, - ’
I . |
1 Ray,
2O ‘ : S}{ann‘
0< <i
: Ol | | %1 ’ [rs1ra1 :
! b !
i | |
| Xyp } i 229 }
aman 'm(/‘t’r‘ 1741 ‘
< } ! Ray, ! : Rayy Aty
i |
| %arr I 9%ann

{Received May. 18, 1971)

* 9) l.c. p. 266-270. And such.
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