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A Supplement on the Paper “Totally Ordered Linear

Space Structures and Extension Theorems”

Kazuo Iwata

Abstract

In this supplement, after modifying 24),the author pursues a relationship between [24), Theorem
4] and [22), sandwich Theorem 6.3].

Introduction. In the preceding paper 24),from the viewpoint of the totally ordered
linear space Structures of the product linear space E X R, the author improved Cotlar-
Cignoli [20, 11T, § 1.2] type extension theorems in the direction of Anger-Lembcke [21),
§ 1, § 2], but qua strict cone. On the other hand, he recently found that these materi-
als were as well studied, qua preordering, by Anger-Lembcke 22), in '74 but from differ-
ent angle. At this place, sure enough, what is interesting is that there is found a close
relation between the two, although they are unlike in appearance. In this supplement
we slightly enlarge our [24), Ths.1-4] by adding also new conditions (1-4.4), and there-
with show that how both above are related with. This consideration, in the interests of
the question, seems to be somewhat significant.

For the present article, the author was benefited by Anger-Lembcke 22), heis

' deeply grateful to them.

Here the author also wishes to express his sincere gratitude to Prof. S. Koshi (Hok-

kaido Univ.) for his constant inspection.

Preliminaries. In this paper let £ (#{0}) denotea linear space over the real field
R. Let L denote a product linear space E X R or topological product £ X R (R being
endowed with usual topology). We put

DEFINITION 1. If on E there is defined a binary relation "< satisfying all postu-
lates in [17), Def. 1, ¢)] excepting perhaps 2) and 4), £ is called a preordered linear space
with respect to “<”.  Convex cone C={c>0} is called the associated cone with
” FPreordered linear topological space my be analogized.

)

<.

DEFINITION 2. a) Let 4 be a hypolinear functional on a pointed convex cone K C
E. By F is meant a hypolinear functional on a pointed convex cone — K with h~(y) =
WM~y)(ye—-K).

b) Let f be.a linear functional on a pointed convex cone X CE. By f is meant
a (unique) linear extension of £ to ( X'), where (X)) is the linear hull of X .

Theset {(y, n):v € K, h(y)<pCL, where h is a hypolinear functional on

K, is termed the “epigraph” of h (the author owes the term “epigraph” to V. Klee).
With this
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336 K. Iwata

¢) B stands for the epigraph of linear form 7. In this case we have Bf= {{x;— x3,
E) : fla)—Fx2) <& 21, x2€ X}

d) C, isthe epigraph of hypolinear functional 7.

e) Cpe isthe quasi-epigraph of hypolinear functional /2 with respect to C: Cne=
{(y, n) : there exists ¢ € C such that y-+c € K with a{y+c)<n}.

f) Cye is the quasi-epigraph of hypolinear functional j with respect to C: Cre=
{(y, n) : there exists ¢ € C such that y+¢ € — K with i(y+c¢)<7n}. Inthis case, in
other words Cre={(—y, ) : thereexists c € C such that y—c ¢ K withha(y—c)<n}.

Besides, for convenience we let the notations and terminology employed in 17), 19),
23), and 24) be available.

Statement of the results. The following theorems are respectively special cases
of Theorems 3 and 4 infra

: 17 . .
THEOREM { é } Let E be a preordered { ZEZZ; topologica Z} space with associated

cone C. Let K be a pointed convex cone in E, b a hypolinear functional on K. Let X be
a pointed convex cone in E, f a lmear functional on X . In ovder that there exists an

£ ) .
{ggg} extending f and satisfving F(y) < h(y+c) for all y+c€ K with ¢ € C,

one of the following four conditions is necessary and sufficient:

(1.1) . de L*
{(2. 1)} There exist to.ls(L, @) and{(De L'} such that

BAJCh (L, 2(2)), ¢(0,1)=1.
{g %g} There exists a to.ls. (L, R) such that
W) BAJCreC(L, 2)",

@ (L, R)" s {z ZOe;z/gZ/giurhood} at(0,1) for L.

(1. 3)} . {absorbmg set } . N
{(2. 3) There exists a convex 0-neighbourhood U inE such that Bs\JCrclJ

(U x{1}) is positively independent.in [, .
(1. 4)} : {absorbz’ng set } ;
{(2_ 4) There exists a convex 0-neighbourhood U in E such that §+n+1>0
whenever x1— xs+y+ u=0 for (x1—x2, E)€B7, (4, 7)€ Cuc, u € U.

REMARK 1. Needless to say, our conditions (1.2), (2. 2) are somewhat stronger
than those of the former [24), Ths. 1, 2] respectively. So will be the conditions (3. 2),
(4.3), infra in comparison with the cases of [24), Ths. 3, 4]. Theorem 1 (using (1. 3))
generalizes [20), I, § 1. 2. 3 Theorem] (cf. [24), Cor. 1(4)]).

On the other hand, next is a special case of Supplement 2 nfra.
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SUPPLEMENT 1. Our (1. 4) (vesp. (2. 4)) s equivalent to the condition due to (vesp. (9)
of) Anger-Lembcke [22), Theorem 3. 4] :

There exists a convex absorbing set (vesp. 0-neighbourhood) U in E such that the set
{Flx)—Fflx)+hly):x,x26X, yeK, x1—x2+y € U+ C} is bounded below.

This means that

REMARK 2. Our Theorem 2 and its proof present another view and an alternative
(self-contained) proof to [22), Theorem 3. 4]. (Almost vice versa.)

In this connection, in practice, conditions (1. 2—4), (2. 2—4) also seem to be useful
(not to mention, Anger-Lembcke condition above quoted is well applicable). For instance,
if we are concerned with the “if” part of [22), Th. 3.5 (Bauer)], (2. 4) serves as follows:
Let x+y+u=0 for (x,£)eBs,(y,n)€Che,uc U, where U=V and h=p
with p(y+c¢)<nforsomec € C. Then, since —(y+c+u) e (p+1)U where n+1>
0,in view of x = —(y+c+ u)+ ¢, estimate f(x)> —(n+1) follows.  This implies
E4+ 741> F(x)+ n+1=0 which proves the assertion.

Incidentally there holds the following which (the latter half) we need in Remark 5(2).

COROLLARY. Let E be a preovdered linear topological space with associated cone
C, M a linear subspace of E, and f a linear form on M. Let K be a linear subspace
of E with M @ K (resp. MDK), h a hypolinear fuctional on K. Temporarily desig-
nating by

M) Flx)sh(x) forallxe MNK,

(F) there exists a convex 0-neighbourhood U in E for which f is bounded above
om MNO(U—C),

(H) there exists a convex 0-neighbourhood UJ in E such that U — C does not meet
{ye K:h(y)=1},
(M) plus (F) is necessary for (2.4) of Theorvem 2, and if h is a gauge function on K,
(M) plus (H) s sufficient for (2.4) (resp. M) plus (F) is necessary and sufficient for
(2. 4)).

PROOF. (Necessities) (M) is necessary is obvious. With this {J of (2. 4), suppose
that f(x)>1 for some x € M(U — C). Then, since /2 (0)=0, there would exist ¢ € C,
§esuchthat (—x, ~&) e By (—c,e)e Cre, x+ce U with — £+ e+1=0, contrary
to hypothesis. (Sufficiencies) We begin with the first half. Letting x +y + «=0 for
(x,8)eBs(y,n)€Chc,uclU,let y+ce K, h(y+c)<n for some ¢ € C. Then in
view of x+(y+c¢) + u—c=0, it comes, by hypothesis, that 0< f(x)+ k(y+c)+
Wu—c)< &+ n-+1.For the latter let J be chosen so that the upper bound in question
be 1. Noticing that y+c€ KCM, u—c € MU — C), proof is almost similar to the
above.

On this corollary, it should be noted that

REMARK 3. On the first half, if % is once a hypolinear functional on K, (M) plus
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(H) not always implies (2. 4) (for a counterexample, we can quote [21), Example (2. 12)]).
However, this assertion, for reference (letting C=1{0}) yields [23), Cor.1 to Th. 2]. In
the latter half, if K ={0}, condition (M) may be dropped (since f(0)= % (0)), yielding*
the Bauer-Namioka extension theorem. In passing, Theorem 1 of course admits a
simple extension of f.

Our usual argument** now gives the following which are the main theorems of
this paper.

l7 .. .
THEOREM {2} Let E be a{ ZZIL%Z: I pologz'cal} space. Let I, ] be disjoint index

sets with I\ J + & . For each A €[\ J ], let C; be a pointed convex cone n E, and for
each A€ I\U]J, let K, be a pointed convox cone in E, h, a hypolinear functional on K ,.
Let X be a pointed convex cone in E, f a linear functional on X . In order that

FeFE
(@) —h{y—c)< Fy) whenever y—c € K;,ce C: fori€ I,

(b) F(y)< hi(y+c) whenever y+ce K;,ce C; forje ],
one of the following four conditions is necessary and sufficient :

{8 8;} theve exists an {F €E *} extending f and satisfying

{8 B} There exist t.ols. (L, ®) and{gg %T} such that
Bf_U( tEU] Ch’;‘Ci)U(jLEJ]ChjCj)C(L,@(%))‘t @(0’ 1)=1.
{8 gg} There exists a tols (L, ®) such that

) B;U(gchzc,-)U(]_LEJ/Ch,-c,)c(L,5e)t

. . {absorbing
@ (L, »)" s ia nezghbourhood} at(0,1) for L.

3. 3)} . absorbng set .
{(4. 3) There exists a convex{ 0-neighbourhoo a’} U in E such that

BEU(U]C{,Q)U( U]Cmcj)U( U x{1}) is positively independent in L.

)} There exists a convex {absorbz'ng set } U in E such that

0-neighbourhood
$+VEN77”+1>0 whenever x,— xa— 2 yu+ ;Nywu:o for (x1— x2,
€ €N

velpN 2

S)EBf_, (‘Z/vy ny)eCh:Cu(U elﬁN), (Z/u, ﬂu)GCh,,C,,(Veij),
(u,1) e Ux {1}, where NCI\U]J is finite.

PROOF OF THEOREM 3. In the light of [14), p.56], [21), (1. 7) Remark], i.e., in view
of the “convex core topology” of E, Theorem 3 is viewed as a special case of Theorem
4. (Of course, for its own sake, simple (nearly algebraic) proof can be made : para-
phrase the proof of Theorem 4.)

* This answers for the latter part of [24), p.740 footnote *“*”’] (and p.739 footnote "™ ibid ).
*# For this we owe much to [6), § 12], [20), III, § 1. 2] and others.
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PROOF OF THEOREM 4 (expatiation). (4. 0)=(4. 3) : Noticing that L' 3¢ (x, €)=
— F(x)4+ ¢ is positive ( >0) on every positive cone Crci €1), Cuie;(j€J), one
can take {x € E:F(x)<1} for U. (4. 3)=(4. 2) : By means of [23), Rem. 2], apply [17),
Lemma 1]. (4.2)= (4.1) :[17), Lemmas 3, 4] tell us that there exists ¢ € L* such
that (L, ®)=(L, ®(4)) and ¢(0,1)=1. Moreover ¢~ (0)#= L. (4. 1)=(4. 0) : Com-
paring o(x, &) =—f(x)+&(on (X)x R>(0,1)) with ¢(on L), one can exactly
find an F; € E’ extending f and satisfying (a), (b). (4. 3)=(4. 4) is clear. (4. 4)=(4. 3):
Anyway By, Crcli €1), Cnic{j € J) are all convex cones without vertex zero and
U is convex. With this in mind, first we can examine e.g. the following : (4. 4) guaran-
tees the positive independence of (U :o; Crre, )\ (UsesCric,)UU(U x{1}). Substance
of (4.4) pertaining to #=0¢ U does (esp. characterizes) the same for B (U,
Cre)\U(U;erCric,) (sincep0€ U and pcy, € Cu(ve N ) for all p>0). Thus the final
examination is rather simple from (4. 4), which establishes the assertion.

REMARK 4. Condition (3. 4) (resp. (4. 4)) still more simplifies (3. 2) (resp. (4.2)). In
practice conditions (3. 2—4), (4.2—4) also seem to be useful.
On the other hand, there holds

SUPPLEMENT 2. Our condition (3. 4) (vesp. (4. 4)) is equivalent to

3. 5)}* Th 3 {absorbing set } .
{(4, 5) ere exisls a convex 0-neighbourhood U in E such that the set

{f(xl)—f(xz)+UZNhu(yu):xl, x2€ X, NCIUJ finite, y,e K,(ve
N) xi—x:— 2} yo+ D g €U+ Co} is bounded below.
velnN vejnN VEN

PrROOF. To see this, without losing generality, one can assume that {J is sym-
metric. (Necessity) With this {J of (3.4) (resp. (4. 4)), let =%, — x2— 2 (yu+ cu)
+ 2 (yu c) €U for x1,x:€ X, yu€ Kfve N), and ¢, € Cuve N)e Then even
if h,,(y,,)<+oo for all y€ N, from the viewpoint of #+ (—u)=0,(y.+cv)—cv=1y.
€ Ku(ve INN), (gv—cv)+cv=yv € K(ve JN), it follows that f(x1)— f(x2)
o+ 2 hily,)=—1 (cfif & +Z ny<—1, there exist £> &, 7, >n/(v€N ) such that &+
2 m—}-l 0), which proves the assertmn For the converses, let {/ be chosen so that
the lower bound in question be —1. Let x1— x2— 2 y 2 yu-l— u =0 for (x;—
%2, §)€ B, (=g, m) € Crc,(ve INN), (s, 1) € Crc (€ JON), (u,1) € Ux
{1}. Then since there are respective vectors ¢, € Cy (v€ N) such that y,—c, € K,
(ve INN) with 22,(y»—cv)<n and that yu+cy € Ku(ve JON) with (g, +
¢v)< nw, from the viewpoint of x1—x2— 2 (yu—cu)+ Z (yu+ cv) € U+2 C.

vern

it follows that 0< £ (x1)— f(x2)+ 2 e (yo—cu)+ Z‘. hy(yy+cu)+1< $+2 m
+1.

This assures Remark 2 and implies

REMARK 5. (1) Our Theorem 4 coincides with {22), Theorem 6.3) if E is a

% These conditions were introduced after the model of 21) (and 22)).
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locally convex linear topological space and Cy=C (A€ IUJ).(2) We now give sub-
stance to [24), Rem. 2] (cf. Remark 3 above).

A little computation gives the following which generalizes the latter half of Co-
rollary of Theorem 2.

COROLLARY. In Theorem 4, let in particular X, Ki(A€ I\UJ) be linear subspaces
of E with X D K,. Designating by

o) {— hi(x)< f(x) wheneveri €I, x € K,

F(x)< hi(x) whenever j€ J, x € K,

(F) there exists a convex 0-meighbourhood U in E for which f is bounded
above on every X (WU ~2" Cy) , where NTI\J]J is finite,
M) plus (F) is necessary a”éﬁ sufficient for (4. 4).

Finally we add the following.

REMARK 6. Itiseasy to see that there are three other analogues about Theorem 4
(so are also about Theorem 3). These are of the forms described in terms of the positive
independence of

4.3)  BAJWUJ:irCri—en) U (UsesCric) U(UX{1}),
4.3 BiUUser Crne )\ I UsesCrie)U(U x{1}),
4.3")  BAUWUterChx-co) (U sesCry—en) I(U x{1}),

respectively, where [J is a suitable convex 0- neighbourhood in E. The corresponding
conditions (4. 0), (4.0”), (4. 0”) ; and others may be realized without difficulty ;the
details are omitted.

REMARK 7. Letting in particular ;= —q, K:,=C, Ci,=1{0} ; hs,=p, K;.=E,
C;,={0} G.e., I, J both being singleton) in Theorem 3, Bonsall’s result. appearing in [18),
p.13] a fortiori follows. To see this, for instance, it suffices to take Br={(0, £): £>0},
U={y:5(y)<1} for (3.3). In fact, under the hypothesis, positive independence of
CZUC» (DBAJ(UX{1})) is easily verified. (3. 0) meets the conclusion.

(Received May 22, 1976)
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