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Abstract

There have been more and more Internet-of-Things (IoT) applications emerged in the recent few years, e.g., connected robots, Internet-of-Vehicles, IoT-enabled Smart Grid, IoT-based Sensing, etc. These new-generation IoT applications are potential to totally revolutionize people’s everyday life. However, before that, a series of new artificial intelligence (AI) methods are needed to efficiently analyze the big, heterogeneous IoT data, and automatically give reliable decisions, accurate predictions, or quick yet correct feedbacks. In the dissertation, the author focused on the design and implementation of some novel deep learning approaches, in order to address various challenging problems in several emerging IoT applications.

First, the author proposes a view-invariant Convolutional Neural Network (CNN) Model for the scene understanding tasks of connected disaster-handling robots. In this system, two individual CNNs are used to, respectively, propose objects from input data and classify their categories. The author attempts to overcome the difficulties and restrictions caused by disasters using several specially-designed multi-task loss functions. The most significant advantage in this work is that the proposed method can learn a view-invariant feature with no requirement on RGB data, which is essential for harsh, disordered and changeable environments.

Second, the author adopts AI methods to implement intelligent decision-making for autonomous vehicles. A human-like driving system is proposed to give autonomous vehicles the ability to make decisions like a human. In this method, a decision-making system calculates the specific commands to control the vehicles based on the abstractions. The biggest advantage of this work is that the author implements a decision-making system which can well adapt to real-life road conditions, in which a massive number of human drivers exist.

Third, the author focuses on the electrical load forecasting task for the Internet-of-Energy. An IoT-based deep learning system is introduced to automatically extract features from the captured data, and ultimately, give an accurate estimation of future load value. One significant advantage of this method is the specially designed two-step forecasting scheme, which significantly improves the forecasting precision. Also, the proposed method is able to quantitatively analyze the influences of some major factors.
At last, the author introduces a new AI method to address the efficiency and privacy problems in the Internet-of-Sensors. The author adopts the state-of-the-art edge computing method to solve the crowdsensing problem with the real-time sensing data. A distributed deep learning model is adopted to extract features from the captured data, which is not only a compression process to reduce the communication cost, but an encryption procedure for privacy protection.
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Chapter 1

Introduction

1.1 Background and Motivation

1.1.1 Internet-of-Things (IoT)

IoT, just as its name implies, means the internet of all things, including refrigerators, bulbs, air-conditioners, vending machines, and some emerging concepts, such as robots, vehicles, smart grid, smart sensors, etc. All of them can be connected to and organized as a complicated yet efficient network, where the data are shared among the participants. According to some statistic results[55], currently, there are 7 billion connected IoT devices in the world, and the number is predicted to be almost 21.5 billion by 2025.

Connection brings more captured data and more automatic control. If we can fully utilize this trend for future, IoT can bring a revolutionary change to our everyday life. However, the mapping from various, heterogeneous, and extremely complicated data to specific control commands is hard to clarify and need lots of research efforts. This is especially challenging in the newly-emerged areas, e.g., Internet-of-Robots, Internet-of-Vehicles, Internet-of-Energy, and Internet-of-Sensors, as they bring about much more complex data than ever before. The existing automatic analysis methods, such as artificial intelligence tools, are not yet ready for these new problems. The author focuses on the artificial intelligence area and attempts to use deep learning methods to address a series of problems in the emerging IoT applications, which will be detailed in this dissertation.

1.1.2 Artificial Intelligence (AI) and Deep Learning

One huge challenge in AI is that, the output result can be influenced by numerous factors. As we know, a simple three-layered neural network with only one hidden layer can approximate
any continuous nonlinear functions with any precision. Therefore, a deep neural network having multiple hidden layers has a strong ability in modeling the load forecasting problem under complicated conditions. Deep learning [27] is one of the deep neural networks. It belongs to unsupervised learning methods, which are able to determine which features are essential and which features can be omitted without manpower. As a result, it has a satisfactory robustness and an excellent generalization ability. Layer-by-layer data mapping and feature extraction are adopted in deep learning methods to improve the precision of forecasting and classification, which brings huge success in various research fields, e.g. pattern recognition, classification, clustering, dimensionality reduction, forecasting, recommendation, and information retrieval [43].

Traditional neural networks learn new patterns by calculating and tuning the weights. The algorithms for adjusting weights in shallow networks is usually very simple and limited in learning ability. Hinton and David Rumelhart proposed the back-propagation algorithm, adding a hidden layer in neural networks, which addressed the representation problem of perceptron and achieved much better performance. However, with the increase of network layers, deep networks frequently encounter overfitting problems, which result in poor generalization ability and bad performance, even compared with some shallow networks. Moreover, the vanishing gradient is also a severe problem in deep networks [17]. When sigmoid is used as the activation function, the back-propagation gradient decays to one quarter of original value with every propagation between two layers. Therefore, the weights near input end receive little back-propagated training signals. Neural networks with multiple hidden-layers are easily trapped in local optima, instead of global optima. And with the increase of network layers, non-convex objective function become progressively complex and local optima increase exponentially, which makes it extremely difficult to train deep networks [17].

To address the training problem of deep networks, Hinton proposed the strategy to pre-train the network layer-by-layer in advance and conduct fine-tuning to the existing weights [27]. But this method cannot fundamentally solve the training problem of deep networks. The main reason is, when the sigmoid activation function is close to saturation region, the function changes too slowly and its derivative approaches zero, which results in the vanishing gradient. In 2010, Glorot Bengio used ReLU function to train a neural network, and found it can not only reach a lower error rate, but have a better sparsity [21]. This finding meets the rules of biological brain that there are only one to four percent of total neurons activated at a time [44]. To solve the overfitting problem, Hinton proposed a novel training strategy calling "dropout" in 2012 [28]. Its main principle is, in each iteration, each neuron is forbided to perform the forward and backward calculation with a certain probability $p$. So the network structure changes in every iteration of the training process, which brings a better robustness.
Deep networks can, to a great extent, avoid overfitting with "dropout". The incidence of some unexpected situations that the final output changes significantly with a small fluctuation of the input data, which is common for the traditional training method, decreases greatly. In addition, ReLU also zeroes the outputs of several neurons, which results in sparse networks, and, as a result, decreases the interdependence between parameters and reduces the incidence of overfitting.

With the further research in the pre-process of the raw data and several other novel approaches, such as ReLU and Dropout, both the vanishing gradient problem and the local optima problem can be effectively avoided [17]. Furthermore, the Graphic Processing Units (GPU) which have powerful parallel computing ability are widely used in network training, as a result, even a network with huge amount of data can get trained in an acceptable time.

As a result, deep learning becomes one of the most effective and efficient AI tools for various tasks, due to its strong feature extraction and analysis ability, especially for extremely-huge data. In this research, the author exploits a series of different designs and implementations of deep learning models, in order to adapt the intelligent IoT systems to various areas, which be introduced below.

1.2 AI for Emerging IoT Applications

1.2.1 AI for Robotic Vision

As an emerging area and a new IoT application, connected robots have became a great substitute for human in a lot of tasks. However, robotic will still face huge problems without good enough visual abilities. In this research, the author aims to enhance their powers in vision using AI methods. This work is focused on the disaster-handling robots as they are in most dangerous and complicated environments, and need much more efforts in their vision module.

Disaster is a persistent challenge to the human world. In recent years, lots of new technologies have emerged to improve our responses to various disasters. Although many encouraging researches have been made, one grave problem remains unsolved, i.e., how to safely explore damaged architectures or other dangerous areas. In fact, there are so many tragedies caused by secondary disasters that people cannot overlook this problem any more. Robotic, which is a great substitute for humans to carry out dangerous tasks, becomes the first choice in these scenarios.

Since robots require a sufficient understanding of the surrounding environment before any movements, scene understanding ability is of great importance for robots to be competent
for these tasks. However, traditional 2D methods struggle in such situations, because they
give little space information, which is very important for robots to move around and interact
with the world. Therefore, 3D perception will become a vital topic in robotic for disaster
management. While many approaches have been proposed in the field of 3D object detection
and recognition, all these researches cannot be applied to the disaster-handling robots directly,
due to some limitations existing in such situations. To our best knowledge, few researchers
are working on this problem.

The obstacles lying between the disaster-handling robots and existing 3D scene understand-
ing methods mainly include the following facts. Firstly, most of the existing approaches
require the RGB information as well as the depth image. Although depth sensors are able to
output stable and robust 3D images regardless of illumination conditions, it is very difficult
for RGB cameras to take a picture in lower light situations [31], which, however, is very
common in many disaster scenarios. Also, RGB cameras can hardly obtain consistent images
in different illumination conditions. Therefore, all the 3D scene understanding methods
requiring RGB data are not suited for disaster-handling robots. Secondly, the Field of View
(FOV) of robots is very limited when exploring the damaged house. Many objects, e.g.
furniture and electronics, maybe tilted or even overturned due to some external forces. In
this situation, the on-board sensors may get the objects’ image from some uncommon or
unanticipated view. Since it is very difficult to recognize the objects from some specific
views [39], the performance of traditional methods is usually unsatisfied. Another problem
is, learning-based perception systems require a great number of data in their training process,
which is a huge challenge for traditional standalone approach [2].

Therefore, to solve these problems, the author desires to propose a Convolutional Neural
Network (CNN) based robotic 3D scene understanding method to improve robots’ feasibility
and adaptability in disaster scenarios.

1.2.2 AI for Vehicle Control

Internet-of-vehicles makes it possible to share information among the connected vehicles.
A new, eye-catching concept has emerged, i.e., autonomous vehicles. In recent years,
autonomous vehicles have become a popular topic, not only in the field of research but also
in the application domain. Many encouraging approaches and prototypes have been made.
However, the existing self-driving strategies focus too much on the "correctness", and, to
some extent, overlook the human personality and social intelligence [77]. For example,
during the road testing on February 14th, 2016, a Google autonomous car crashed into a
municipal bus, which does not give way to the car but is predicted to slow or stop by the
self-driving system. Google believes this accident is due to some misunderstanding and can
be used as a valuable experience for the self-driving system [103]. They also state that their cars will have the knowledge that the larger vehicles are more unwilling to yield, and some software adjustments will be made to avoid this type of collision in the future.

In some complex conditions, autonomous vehicles should have the ability to perform human-like decisions and judgments, in which both correctness and social intelligence are essential. Undoubtedly, traffic regulations must be observed. But beyond that, predictions and understandings are also required. From determining whether the car behind is going to yield to avoiding a driver who seems drunk or tired, human drivers do these speculations all the time behind the wheel. Since human drivers will exist for a long time to come, self-driving systems with poor human understanding ability may struggle in the road testing, not to mention practical applications. Indeed, in most accident reports of self-driving vehicles, it is the human drivers that should bear the main responsibility. Therefore, to improve the self-driving performance in real-life road conditions, where most vehicles are in the hands of human drivers, the author desires to design an autonomous driving system which can understand complicated road conditions and, based on that, make human-like decisions.

1.2.3 AI for Smart Grid

Smart grid, as a newly-emerged IoT application and a power system for the future, has recently received lots of attentions. Although many encouraging research works have emerged in the relevant area, one grave problem remains unsolved, i.e., electrical load forecasting. An accurate estimation of future load variation is of great significance for competitive and deregulated electricity markets, where the load prediction is an important guidance, both for power companies and electricity consumers, to make decisions and operations [99].

The major obstacle in load forecasting is the numerous impact factors. There are so many possible influences that it is extremely difficult to find a meaningful relationship between load variation and these factors. In fact, even the acquisition of necessary data is not an easy case until quite recently. The emerging of smart meter infrastructures [1], efficient sensing methods [47], and IoT technologies [7] give us a chance, for the first time, to record and analyze possible influences on a large scale. With several equipped sensors, smart meters can be used to independently capture various environment data. Also, they can obtain the shared data from IoT-enabled devices. All these data will be uploaded to the central controller. Then a massive number of data can be accumulated for further analysis. However, it is still a challenging problem to handle the data, due to the complex and variable influences, especially the diverse weather conditions. Indeed, most existing time-series forecasting approaches [26] have some limitations when applied to electrical load prediction. The
classical statistical methods are criticized for their limited abilities in handling non-linear data; and the computational intelligence methods are facing problems like inappropriate hand-crafted features, limited learning capacity, inadequate learning, inaccurate estimation, insufficient guiding significance, etc.

To solve these problems, the author desires to utilize the state-of-the-art deep learning methods [43] to automatically extract features from the historical data, and give an accurate estimation of future load value.

1.2.4 AI for Crowdsensing

With the rapid development of IoT, many applications have emerged to process the real-time sensing data, analyze its contents, find the hidden patterns, and ultimately, give the right labels or predict the future trends. In the other hand, crowdsensing is an economic and efficient approach to collect data on an extensive scale, and can be used as a scalable and stable method for some costly and complicated tasks in the IoT research. It has become a hot topic in recent years. The progressive development of miniaturized sensing and computing devices, especially the explosive growth of mobile phones, tablets, and wearables, gives significant prominence to the crowdsensing [104]. Both the academia and the industry have recognized its values, for example, to conduct the data collection with no large-scale investment. Many companies have utilized crowdsensing to acquire data at relatively low cost, in order to support their online service based on the captured data, some of the most notable examples being Facebook, Google and Uber. However, the boom of crowdsensing also brings about two grave problems.

First, the crowdsensing applications create a huge number of data, which poses significant communication and computational costs for the existing cloud infrastructure [32]. Compared with the centralized servers, the user-end devices have limited batteries and computing abilities. Therefore, existing crowdsensing systems usually put the heavy computation tasks into the centralized servers, such as the data processing and analysis. As a typical scenario in current cloud applications, the major part of the computational burden is usually shifted to the centralized servers, resulting in the rapid increase of communication frequency and server calculation load. The former brings significant traffic to the cloud infrastructure; and the latter one leads to overwhelming, sometimes unbearable, load to the centralized servers.

The other concern is about the respect of crowdsensing contributors. In fact, it has been a long time since the users are excluded in the crowdsensing process. Although most service guarantees the right to know and to decide, it is very difficult for users to truly get involved in the processing loop, e.g., to what extent the privacy should be protected, to what amount the device power can be consumed, etc. The compromise between data uploading,
which may cause the privacy leaks [65], and local computing, which will result in the energy consumption of the mobile devices, is merely decided by the service providers, rather than the actual device users.

To address these problems, the author desires to adopt the state-of-the-art edge computing and deep learning methods to balance the workloads in the cloud, and give the control of crowdsensing process back to the users. Edge computing pushes calculation tasks away from the central points to the logical boundaries of the cloud; and deep learning is a good choice to conduct the data processing task, simultaneously considering the user privacy and communication cost.

### 1.3 Originality and Contributions

The main innovations and contributions of this dissertation include:

- The author proposes a scene understanding method requiring only depth information instead of unstable RGB data, which gives robotic the ability to work in extreme conditions. Two different 3D encodings are used for object proposal and classification, respectively, to further improve the performance of scene understanding. A view-invariant module, which can extract similar features from different views on a same object and adapt robotic for disordered environments, is designed. The author works out a multi-task learning method. In addition, the author also designs a fast optimization method to accelerate the optimization process of complex loss functions.
- The author works out an autonomous decision-making system to imitate human drivers’ social intelligence, which can better adapt the self-driving vehicles to the real-life road conditions. An efficient training scheme is designed for self-driving systems, which can significantly improve the quality and speed of data collection, and alleviate the tedious and time-consuming manual labeling process. The author finds an approach to analyze the reason that the deep learning system makes specific decisions. As far as I know, this is one of the first attempts in the self-driving area. In our opinion, this kind of analysis is of big significance to testing and validating autonomous driving systems.
- An IoT-enabled load forecasting system based on the state-of-the-art deep learning technologies is proposed. Compared to the traditional time-series analysis methods, the proposed method can perform accurate prediction without hand-crafted features. The author designs an ingenious two-step forecasting scheme, which forecasts the daily total consumption at first, and based on that, predict the intra-day load variation. This method can significantly improve the forecasting precision, which is demonstrated in the experiment section. The author works out an analysis method of possible
influence factors. To my best knowledge, this is the first attempt to gain insight into the relationship between the factors and the actual load, which, we believe, will play a tremendous role in selecting attribute combination and deploying smart meters, especially for the smart grids in some countries with vast territory and varied climates.

- A distributed deep model is proposed for the sensing problem. The proposed model can fully utilize the edge computing resource, and reduce the calculation load of the cloud servers. The author transforms the crowdsensing task into a hierarchical computing problem, and allocate different layers to different computing nodes. With the proposed method, crowdsensing contributors obtain the right to decide the balance between the privacy protection and energy saving. The author works out a dynamic learning model for the changing sensing tasks. In this model, the higher layers can be flexibly modified in the centralized servers, while keeping fixed lower layers in the edge nodes and devices.

1.4 Organization

The rest of the dissertation is organized as follows. Chapter 2 gives the fundamentals and related works of several intelligent IoT applications, including robotic vision, autonomous vehicles, smart grid, and crowdsensing. Chapter 3 proposes a CNN-based robotic 3D scene understanding method for the Internet-of-Robots, as well as several loss functions to perform multi-task learning. An optimization algorithm is also presented to improve the learning speed. Chapter 4 gives a human-like autonomous driving system for the Internet-of-Vehicles, which can imitate human drivers’ social intelligence, in order to better adapt the self-driving vehicles to the real-life road conditions. This chapter also includes an efficient training scheme to improve the quality and speed of data collection, and a feasible visualization approach to analyze the possible influence factors in the decision-making process, which can help in the testing and validating of autonomous driving systems. Chapter 5 shows an IoT-based electrical load forecasting method for the smart grid, which can significantly increase the prediction precision for daily total consumption. In this chapter, the author also proposes an analysis method to find the relationship between the influences and the electrical load, and design a heatmap generation method to show the specific impacts of each attribute on forecasting results. Chapter 6 introduces an edge computing based crowdsensing method for the Internet-of-Sensors, which can adopt the available computing resources in the whole network, both in the cloud and in the edge side, to ensure the load balance and reduce communication cost. The author also gives a specially-designed deep model to transform the
crowdsensing problem into a hierarchical task for better data security. Finally, conclusions are drawn in Chapter 7.
Chapter 2

Fundamentals and Related Work

2.1 Scene Understanding

2.1.1 Object Detection and Localization

This is an old topic emerging with the boom of 2D image processing, detection, segmentation and classification. It is a prerequisite of the object classification in images and scenes, where lots of objects exist and mix together in a complicated way. A simple and effective method to solve this problem is the exhaustive search, i.e. searching all possible locations with all possible scales, which is called sliding window. Dalal and Triggs [15] use a conventional non-maximum suppression to run with detection windows to detect object instances. Harzallah et al. [24] apply SVM for each sliding window to select a few candidate regions, and use a score function on these regions to give out the final results.

However, the traditional methods working well in 2D images cannot be directly adopted in 3D images. Much more work needs to be done for 3D object proposal applications. Gupta et al. [22] extends Multiscale Combinatorial Grouping (MCG) framework [3] to 3D, and use RGB-D contours to calculate object candidates using features of depth and color images. Song and Xiao [83] present a CNN model taking a 3D volumetric scene as input to predict the object boundaries.

The author desires to develop a CNN based object detection and localization network, and adopts a single model for both two tasks. The focus of this research is a multi-task loss function, which makes the proposed method significantly different from existing ones.
2.1.2 Object Classification

With the rise of artificial intelligence, object classification has become a booming research area in recent years. Lots of encouraging approaches [53] have been proposed in this field, especially for 2D images. Krizhevsky et al. [40] design a deep CNN model and achieve amazing classification accuracy. They use a novel regularization method called "dropout" to reduce overfitting which frequently happens in deep learning. Their model is proved very effective and becomes one pioneer in CNN based object classification methods. Szegedy et al. [89] present a large CNN architecture and set a new state-of-the-art for object classification. They introduce a carefully crafted design which can increase the size of network and keep the computational budget constant.

Again, traditional 2D methods meet frustrations in 3D world, due to the unique structure and characteristics of 3D data. Many researchers try to address this problem from various angles. Socher et al.[80] adopt two CNN models to extract low-level features from RGB and depth data separately, and an RNN model to combine these two parts and learn high-order features. The research of Shi et al. [78] is the most similar work with the proposed method. They also achieve a rotation invariant representations for 3D shape. The difference is they adopt a row-wise max-pooling layer to change the low layer features extracted by the convolutional layers, while the author implements view-invariant during learning process using specially-designed loss functions. The view-invariant ability improves the precision and adaptability of the proposed method in some extreme conditions.

2.2 Autonomous Decision-making

With the rapid development of computer vision, engineering, networking, etc. [10, 8, 85, 86, 45, 46, 64, 63], the newly-emerged autonomous vehicle has become a feasible and promising technology. However, the driving decision-making is still a research area under development. Although many researchers have proposed their theories and implementations [4, 33, 19, 81], there are lots of problems to be resolved. Currently, most of the driving decision-making systems can be categorized into two major paradigms, i.e., behavior reflex approaches and abstraction calculation approaches.

Behavior reflex approaches directly map the input images to several pre-defined driving commands. LeCun et al.[60] propose an obstacle avoidance system for mobile robots. This system is trained from end to end to map raw input images to control commands. A CNN model is used in this system to learn the mapping relationship between images and driver’s steering angles. And the mobile robot achieves an excellent performance in obstacle detection and path navigation. Hadsell et al.[23] work out a self-supervised learning method for mobile
robots with long-range vision. In this system, a deep CNN model is trained to extract informative and meaningful features from captured images, and predict the transferability of the input scene. The classifier is real-time and can obtain obstacles and paths from 5 to 100 m.

Abstraction calculation approaches abstract the road condition to some representations for better understanding and calculation. Chen et al.[9] map the input scene to several key perception indicators which are directly related to the affordance of current road condition, and adopt a simple controller to control the self-driving vehicles. Simulation results demonstrate their system can generalize well to real driving images. However, their controller logic is oversimplified for real-life road conditions. Xiong et al.[10] combine deep reinforcement learning and safety-based control, and propose a self-driving and collision avoidance system, which can learn the driving policy in a stable and familiar environment. This is an interesting attempt, but their research is not complete and sufficient enough for a truly feasible autonomous driving system.

The proposed decision-making system belongs to the abstraction calculation approaches. And the most significant difference between our method and these existing approaches is, we put our emphasis on the human-like thinking ability. The proposed system has a complete and sophisticated control logic. Also, we combine the decision-making with the security control to make an efficient and secure self-driving system.

2.3 Electrical Load Forecasting

2.3.1 IoT-enabled Smart Meter Systems

Smart meter is a modernized electrical device that records the energy consumption and uploads it to the utility for billing and further analysis. The most cutting-edge smart meters not only have a two-way communication ability, but are equipped with real-time sensors which can gather the data of relevant factors. This kind of electricity meter is a vital part of advanced metering infrastructure (AMI), a system keeping the whole smart grid connected and informed. With AMI, the utility can obtain necessary data from the client-side, and push notifications and recommendations to the clients. Connected smart meter is a fundamental component for the future smart grid, and also a cornerstone of this research. Many researchers are working on this area [54].

IoT, as a hot topic in recent years, is a good approach to implement connected AMI systems. However, like any other applications using IoT technologies, the underlying network to connect smart meters must be carefully investigated. Some researchers find it necessary to
clarify the exact capacities of existing wireless networks for the upcoming smart metering traffic [62]. A few preliminary conclusions have been drawn, including decreasing the communication interval and equipping phasor measurement units (PMUs).

In addition, an efficient distributed communication architecture has been proposed for the connection of smart meters [35], which can leverage data processing locally. Besides, with a carefully selected control centers [48], the cost of deployment and communication can be significantly decreased.

### 2.3.2 Time-series Forecasting Methods

Although time-series forecasting is a topic with a long history, it is still an open problem due to its complexity. The existing approaches are of two main types, namely, statistical methods and computational intelligence methods.

The statistical method is an obvious and natural solution when dealing with a series of numbers, including many algorithms with different design principles [67]. There is a famous exponential smoothing method called Holt-Winters (HW). HW is a good choice when the time-series shows both trend and seasonality. Two sub-models are included in HW, i.e., additive model for data with additive seasonality, and multiplicative model for data with multiplicative seasonality.

Although many classical statistical methods have emerged over the past few decades, they are currently disfavored due to their limited abilities in handling complicated nonlinear relationships. Computational intelligence, one of the hottest topic in current academia, becomes a key technology to accurately analyze and forecast time-series data. And, among all these computational intelligence methods, deep learning is in evidence [14]. Deep learning is a newly developed and fast-growing class of machine learning algorithms. A deep network has multiple hidden layers between input and output layers, in order to model complicated non-linear relationships. With enough training materials, which usually are labeled data, the parameters in a deep network can be well trained to extract complex features from large data. Therefore, deep learning methods have been successfully applied in lots of fields, including scene understanding, natural language processing, self-driving, audio recognition, etc. Because of its strong automatic feature extraction and pattern recognition ability, deep learning based methods are extremely suitable for electrical load forecasting, where lots of influences exist. The most similar approach with the proposed method is short-term deep neural network (SDNN) model [72]. This model contains three steps, i.e., data preprocessing, network training and forecasting. The historical weather conditions and load values are used as the network input. Compared to the aforementioned deep learning based approaches, the
proposed method adopts a specially designed two-step forecasting scheme, and takes into account various influences to analyze their impact.

2.4 Intelligent Sensing and Analysis

2.4.1 Current Crowdsensing Approaches

Crowdsensing is a technology and a trend to utilize the rapidly-developing sensing and computing ability of Internet-of-Sensors, to gather, process, calculate, and analysis the data generated by the environment, society, and other sources. Crowdsensing is usually for the public affairs or some wide-range commercial applications.

The first problem in crowdsensing is how to persuade users to participate in the projects, and encourage them to make contributions positively on data collection and sharing. Several incentive mechanisms are proposed for this purpose [56, 47]. The prime principle is to design a trading model, in which all captured data has a value and can be sold to some companies. There are two mainstream mechanisms, i.e., auction and lottery. The former one is the most common mechanism in crowdsensing. The bidders are the users who have the mobile sensing devices, and the auctioneers attempt to buy the data from the bidders. The latter one focus on the even distribution of the winning positions, and the winner is decided by a probability.

Another important concern is the sensing cost. There have been some researchers working in this area to reduce the overall sensing cost while ensuring data quality. A novel way is to leverage the temporal and spatial relationship between the data captured in different areas, in order to decrease the essential number of allocated sensing tasks [98]. A prediction framework is proposed to predict the data of unsensed area with the captured data in some selected areas.

Communication cost is also a consideration. The rapidly growing crowdsensing applications impose heavy burdens on the existing network. Therefore, the performance of these applications may deteriorate in some scenarios because of the overwhelming communication requests. A congestion-ware paradigm is worked out for dense crowdsensing to ensure load balancing and reliable communication among mobile devices [88].

2.4.2 Opportunities in Edge Computing

In the era of big data and mobile computing, an extensive number of applications have emerged and become important solutions in a lot of areas, such as taxi sharing, mobile payment, social networks, etc. More and more services become computation-intensive and cloud-based, which, however, gives a heavy workload to both the network infrastructure
Table 2.1 Features Comparison of Crowdsensing Methods.

<table>
<thead>
<tr>
<th></th>
<th>Existing Approaches</th>
<th>Proposed Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load</td>
<td>Concentrated in servers</td>
<td>Distributed among cloud</td>
</tr>
<tr>
<td>Traffic</td>
<td>Raw data uploading</td>
<td>Extracted features</td>
</tr>
<tr>
<td>Analysis</td>
<td>Need further processing</td>
<td>Already processed</td>
</tr>
<tr>
<td>Privacy</td>
<td>Sensitive data</td>
<td>Irreversible data</td>
</tr>
<tr>
<td>Controllability</td>
<td>Controlled by provider</td>
<td>Controlled by user</td>
</tr>
<tr>
<td>Adaptability</td>
<td>Fully applicable</td>
<td>Available in 5G network</td>
</tr>
</tbody>
</table>

and the cloud servers. As a good solution, edge computing becomes popular due to its ability to offload the computational load from central servers to the devices near the user end [68, 92, 52, 97, 73, 5, 38, 74]. One of the most obvious advantages of edge computing is that it can empower the edge nodes with some essential computing abilities, which can provide lower response latency and better resource utilization rate. Another advantage is that it can balance the workload of the cloud servers [93], decreasing the possibility that they are overloaded. These features of edge computing structure can largely alleviate the aforementioned problem. Several instructive examples have been presented [70, 69, 90, 58, 18, 36, 91, 25, 49]. Bilal and Erbad [6] present an approach to improve users’ experience of video generation and streaming with mobile edge computing. The authors work on the "edge based video generation" concept, and desire to implement a robust and efficient video generation and streaming approach for gaming interactive videos, multi-view videos, 360-degree videos, etc. The proposed method makes sure that the system can conduct the computation with the edge computing framework. Therefore, it can significantly improve the QoS of video service and give the users better experiences when using the edge computing based applications and services. Tran et al. [94] give another example using the edge computing approach for the video streaming. They use the edge servers to transcode the desired videos into several different versions, which have different resolutions or bit rates, and, therefore, differ in data size. This design can adapt the raw videos to various devices with different internet connection speed and video playing abilities.

2.4.3 Deep Learning for Crowdsensing

Although edge computing can partly solve the aforementioned problems in crowdsensing, another approach is needed to process the captured data, including the compression, encryption, and analysis. The compression is for the further decrease of communication cost, the
encryption is used for protecting the users’ privacy, and the analysis is essential to make the captured data into full play and utilization.

The compressed sensing [87] is a representative case for data compression. Based on a deep learning method, a binary autoencoders scheme is designed for compressed sensing, in which a binary sensing matrix and a recover solver are jointly optimized in the network training. Results show that the compressed sensing performs well in efficiency, and is preferable for real-time wireless applications.

Will deep learning revolutionize crowdsensing? [42] gives preliminary answers by implementing a prototyping deep learning engine on a mobile device SoC. Compared with other approaches in several typical crowdsensing tasks, the deep learning based methods show significant advantages on inference accuracy, without overburdening the mobile hardware.

Valerio et al. combine the deep learning with edge computing and crowdsensing-like tasks [96]. They consider three scenarios, i.e., calculating all the tasks on the local devices, calculating all the tasks on the remote cloud, or calculating the tasks on the devices and cloud at the same time. They model a network cost function to measure the approximate total cost for the deep learning computing. Given a desired accuracy for a specific task, their model can be used to compute the trade-off between performance and network cost and to find the minimum network cost.

Compared to the aforementioned deep learning based approaches, the proposed method adopts a specially-designed hierarchical deep model, which can be well adapted to the edge computing framework. The difference between the proposed method with other deep learning based approach is shown in Table. 2.1. The proposed method can solve many problems existing in the traditional approaches, such as the computing distribution, the communication cost, and the user controllability. The main differences between this approach and the existing ones include the following aspects. First, in the traditional solutions, the centralized servers take all the burden of computation task, while in the proposed approach, most of the computing resource in the cloud can be utilized, leading to a better balanced cloud environment. Second, in cloud-based approaches, each device sends the captured data to the centralized servers in the cloud, resulting in significant traffic to the network infrastructure, while in this method, only the extracted features are uploaded to the upper layer, instead of the raw data, which contains lots of redundant data. Third, as one major drawback of the existing approaches, the user devices have to upload the sensitive data to the centralized servers for further process, which may cause privacy leakage, while in this method, users can decide which level of abstraction can be uploaded. The higher level the abstractions are, the more security the user data has. However, there also have some disadvantages, for example, the network adaptability. Unlike the traditional methods which have few requirements
on the network infrastructure and, therefore, are fully applicable on existing devices, the proposed method need the basic edge computing structure which needs upgrading on the cloud infrastructure, especially on the base stations.
Chapter 3

Artificial Intelligence for Internet-of-Robots

In the proposed approach, robots equipped with depth sensors are sent to explore dangerous environments, as shown in Fig. 3.1. With the ability of 3D scene understanding, robots can deal with various conditions and give great help to disaster preparedness, relief and recovery. Every robot is self-contained, but can also share its information and understandings with the Internet-of-Robots. Each robot has a CNN network installed in its firmware. Robots can upload its captured data to the nearby server for further fine-tuning, and the updated parameters will be transferred back to the robots to improve their adaptability to their current environments.

3.1 System Overview

3.1.1 Notation and Problem Definition

Boldface uppercase letters are used to denote matrix, e.g. $W_\theta$, lowercase letters for vectors, e.g. $w^{(m)}_\theta$, and calligraphic-font letters represent sets, e.g. $\mathcal{W}$.

Given a collection of 3D images $\mathcal{X}$, the goal of scene understanding can be described as follows. For each input image $x_i$, the proposed method should detect and localize as many as possible objects $\mathcal{O}$, and classify them with correct labels $\mathcal{L}$.

3.1.2 System Framework

Fig. 3.2 presents an overview of the proposed method. For better understanding, a brief introduction on the main concepts is given in this section.
For 3D scenes, two individual models are used to conduct the object proposal and classification task, respectively. The objective of object proposal is to find any potential objects in the images, and, if any, localize them with precise locations and boundaries. This is an essential procedure for the following classification process, as classification model can only deal with a single object and is easily confused if there are multiple objects in the classification area. Therefore, the classification network will use the output of object proposal to clarify what the object is. Before the introduction of these two models, an explanation on the 3D data representations will be given, because input data must be encoded before it is used.

3.1.3 3D Data Encoding

The first challenge of 3D computer vision is the data encoding. Generally, the raw data captured by 3D sensors is in the form of point cloud, as shown in Fig. 3.3(a). This original scene comes from the RGB-D Object Dataset [41], which is also one of the datasets used in the learning and testing process. One common encoding method is to map the 3D point into RGB space, depending on the distance between the sensor and each point, as shown in Fig. 3.3(b), which is called the 2D colored representation. Another method is to transform the point cloud data into 3D volumetric representation, as shown in Fig. 3.3(c).

Currently, both methods have their advocates. However, according to [84], a CNN model trained with 2D-encoded data can obtain a significantly better performance in classification tasks than the one trained with 3D representation. This is mainly because that the advantages of 2D representation is very useful in classification tasks, e.g., the availability of well-trained network and the high resolution of 2D images. Therefore, input images are encoded
3.1 System Overview

Fig. 3.2 Framework of the Proposed Scene Understanding Method.

Fig. 3.3 3D Scene Representation[41]. (a) Original point cloud. (b) 2D colored representation. (c) 3D volumetric representation (resolution = 0.02 m).

to 2D representation in the proposed classification model. However, in object detection and localization task, the author finds 3D volumetric representation is more preferable, as introduced in [51], owing to its excellent ability of preserving 3D spatial information. For this reason, 3D volumetric encoding is used in the detection and localization task. It is another difference between this job and existing approaches that the author selects different representations for different tasks, instead of using one same representation in all applications.
3.2 3D Object Proposal

3.2.1 ODLN Model

Object proposal is very important for the whole scene understanding process, because it can greatly decrease the recognition area and accelerate the classification network. A CNN-based Object Detection and Localization Network (ODLN) is proposed in this section to accurately propose potential object candidates for subsequent calculations. As previously mentioned, the author desires to propose a scene understanding method without the requirement of RGB data which is full of uncertainty. As a result, it is very difficult to work out a selective search scheme like [95] and [83], in which color information is indispensable for similarity calculation. Therefore, the author designs a region selection method which is very similar with sliding window. By constantly selecting all possible regions in FOV, all objects could be included in at least one region, and get imported into ODLN for further calculation. The author also adopts an auxiliary labeling method to help people mark a massive number of raw data and improve the practicability of supervised learning. The region selection algorithm and auxiliary labeling method are presented in Algorithm 1. Several hand-crafted features [11] are used to perform auxiliary labeling on initial dataset, these features are learnt with SVM. Fig. 3.5 shows the effects of the auxiliary labeling method and the proposed ODLN model. Although the hand-crafted features are outperformed by self-learning ODLN, it can save people lots of time by labeling the scene data automatically, especially when a large dataset is used for learning. The templates used for region selection include 10 cuboids in different sizes.

The network architecture of ODLN is presented in Fig. 3.4. There are two specially-designed modules and three ordinary convolutional layers behind the input layer, following by two individual sub-networks which will output detection and localization results respectively.

The input of ODLN is the volumetric representation of 3D objects in each region with their labels. The objective of ODLN is to judge whether there is a single object in the input region, and its exact boundaries and orientation.

Inspired by [76] and [89], the author designs the Scale-Insensitive Convolutional (SIC) module. There are three convolutional kernels with different size in one SIC module, which can extract the features from the input data in different scale. SIC module gives ODLN the ability to cope with 3D objects in various sizes.

Two sub-networks are behind the convolutional networks for detection and localization. The detection network outputs a value between [0, 1] representing the possibility $y$ that there is a single object in current region. The localization network is to predict the object’s center point $\{x, y, z\}$, dimensions $\{\ell, w, h\}$ and Euler angles $\{\alpha, \beta, \gamma\}$, as shown in lower right corner.


Algorithm 1: Region Selection and Object Proposal

Input: 3D Scene Data $\mathcal{S}$, Region Templates $\mathcal{T}$
Output: Object Proposals $\mathcal{P}$

```
proposal_list = null;
for v $\in \mathcal{S}$ do /* Traversal of voxels. */
    for t $\in \mathcal{T}$ do /* Try all Templates. */
        if is_auxiliary_labeling then /* Perform auxiliary labeling */
            Compute
            Score(v) = $\lambda_1 \psi_{\textpointcloud} + \lambda_2 \psi_{\textfreepace} + \lambda_2 \psi_{\textheightprior} + \lambda_2 \psi_{\textheightcontrast}$ (3.1)
        if Score(v) > threshold then
            Append v to proposal_list.
        else /* Imported to ODLN Model. */
            Score(v), Location(v) = ODLN $\leftarrow$ v;
            if Score(v) > threshold then
                Append Location(v) to proposal_list.
    return proposal_list;
```

of Fig. 3.4. Both sub-networks have two fully-connected layers for further analysis and abstracting on the features originate from the lower layers. Specially, the author designs a multi-task loss function to train two sub-networks at a same time, which is detailed in 3.2.2.

In short, 3D data in every possible region is imported into ODLN with their labels, which have the information including whether the region has an object and its locations. After forward propagation, ODLN can use the calculated values, their labels and the proposed loss function to adjust weights and optimize the network. During this process, ODLN can be gradually trained into a desirable network.

### 3.2.2 Learning with Multi-task Loss Function

Given $n$ input data $\mathcal{X} = \{x_1, x_2, \ldots, x_n\}$ in ODLN, there are several different labels for each input data $x_i$, i.e., ground-truth labels $\mathcal{Y} = \{y_{x_1}, y_{x_2}, \ldots, y_{x_n}\}$ and 3d-box labels $\mathcal{T} = \{t_{x_1}, t_{x_2}, \ldots, t_{x_n}\}$, where $t \in \{x, y, z, \ell, w, h, \alpha, \beta, \gamma\}$ standing for locations, dimensions and orientations respectively. In regard to the possible labels, $y \in \{y^1, y^2, \ldots, y^m\}$ and $t$ should be real values. Specially, in the detection subnetwork of ODLN, $m = 2$ and $y \in \{0, 1\}$. $h_{\text{cls}}(x_i)$ is
the output of Softmax classification layer, and $h_{\text{loc}}(x_i)$ is the one of Smooth $L_1$ Localization layer.

Inspired from the Multi-task Loss in [83] and [20], the author designs a loss function for ODLN as follows.

$$J(W, B, X, Y, T) = \lambda_1 J_{\text{cls}}(W, B, X, Y) + \lambda_2 J_{\text{loc}}(W, B, X, Y) + \lambda_3 J_{\text{dec}}(W)$$

(3.2)

where $J_{\text{cls}}$, $J_{\text{loc}}$, and $J_{\text{dec}}$ are sub-loss functions for different objectives, and $\lambda_1$, $\lambda_2$, and $\lambda_3$ are weights to custom the relative importance of each term.
3.2 3D Object Proposal

$J_{\text{cls}}$ is the softmax loss function for measuring the accuracy of the final detection result, i.e. whether a region owns one single object or not. It can be expressed as

$$J_{\text{cls}}(W, B, X, Y) = -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} \mathbb{1}\{y_{xi} = y_{j}^{*}\} \log \frac{e^{h_{\text{cls}}^{(j)}(x_{i})}}{\sum_{\theta=1}^{m} e^{h_{\text{cls}}^{(\theta)}(x_{i})}} \tag{3.3}$$

where $h_{\text{cls}}^{(j)}(x_{i})$ varies from 0 to 1, according to the possibilities that there is one single object in this region.

$J_{\text{loc}}$ is utilized to predict the object’s localization. Essentially, it is a regression of objects’ boundary. According to the smooth $L_1$ loss in 2D bounding-box regression method of Fast R-CNN[20], $J_{\text{loc}}$ is defined as

$$J_{\text{loc}}(W, B, X, T) = \sum_{t \in \{x, y, z, \ell, w, h, \alpha, \beta, \gamma\}} \frac{1}{n} \sum_{i=1}^{n} \text{smooth}_{L_1}(h_{\text{loc}}^{(t)}(x_{i}) - t_{x}) \tag{3.4}$$

and

$$\text{smooth}_{L_1}(z) = \begin{cases} 
0.5z^2, & |z| < 1 \\
|z| - 0.5, & |z| \geq 1 
\end{cases} \tag{3.5}$$

where $t$ represents the coordinates of the object’s center point $\{x, y, z\}$, dimensions $\{\ell, w, h\}$ and Euler angles $\{\alpha, \beta, \gamma\}$.

$J_{\text{dec}}(W)$ is a weight decay term which penalizes large values of the parameters to decrease the magnitude of the weights $W$ and help prevent over-fitting. It is computed by the following function.

$$J_{\text{dec}}(W) = \|W\|_2^2 \tag{3.6}$$

The proposed loss function takes object’s detection and localization into account at a same time, which is a huge advantage compared to the common-used loss functions. As a result, the output of ODLN can be directly used as the input of object classification network. The performance of ODLN is evaluated in 3.4.1.
3.3 3D Object Classification

3.3.1 VTCN Model

A View-invariant 3D Classification network (VTCN) is proposed in this section. As mentioned above, 2D encoded image is adopted as the input of network. The depth value can be transformed to RGB data using the following formula.

\[
\text{depth} \rightarrow (h, s, v) \rightarrow (r, g, b)
\]

Therefore, VTCN has a similar structure with common 2D image classification CNN models, e.g. AlexNet [40], which is used as the prototype of the proposed VTCN model. To develop a classification model used in disordered and extreme scenarios, the author desires to develop a view-invariant CNN model for feature extraction. The author gains inspiration from [12] and proposed a new method which can be used with 3D data. A View-invariant (VI) Module consisting of two fully-connected layers is added between the 6th and 7th layer of AlexNet model. The author also presents a new object category subdivision method to give VTCN the ability to deal with multi-view images. With the well-learnt low-layer features brought by AlexNet, the high-layer features can get fine-tuned using 3D data in 2D representation. This learning process is conducted using specially-designed loss functions.

The class subdivision method and learning process will be detailed below, respectively.

3.3.2 View-subclass Definition

One of the most significant differences between VTCN and other methods is, one object category is not regarded as one single class. As is known to us, even a same object looks very different in different views. For example, it is very difficult to recognize a can if the viewpoint is directly below it. There would be even greater difficulties for robots with only depth information. Given these facts, the author subdivides the existing object categories into several "view-subclasses", which will be the ground-truth label imported into VTCN model, as shown in Fig. 3.6.

So how to definite a view-sub-class? Interestingly, this is very similar to robotic view planning problem. In view planning methods, a next-best-view (NBV) is generated during each iteration of model reconstruction, then the depth sensor is moved to NBV to conduct the next scan. In the same way, several NBVs can be generated for each object category and each of them is used as a cluster center for one view-sub-class. Fortunately, the author has worked
out an efficient robotic view planning method in [50], which can be directly used in VTCN. Because this algorithm is not the main topic, it will merely be given a brief introduction.

At first, NBV candidates are generated at all possible viewpoints in the whole working space, using the hierarchical generation and filtration algorithm proposed in the author’s past work [50]. And they are evaluated using the score function presented below.

\[
N(p) = \omega_1 \text{volume}(p) + \omega_2 \text{overlap}(p)
\]

where volume\((p)\) represents the number of newly-observed voxels, overlap\((p)\) is the coincidence region between the new view and existing views. These two terms can control the number and orientation of the view-sub-class for each object category. \(N(p)\) is the view point’s score. And, the view with highest \(N(p)\) score is selected as a new view-subclass.

After the sub-class centers are generated, they are extend to the whole working space. All of the viewpoints will be subjected a view-sub-class, depending on their similarities with the class centers. Given the points set \(\mathcal{P}\) obtained in view \(v\), the similarity function can be described as

\[
\text{Similarity} = \frac{\mathcal{P}_v \cap \mathcal{P}_{\text{center}_v}}{\mathcal{P}_v \cup \mathcal{P}_{\text{center}_v}}
\]

Then every view belongs to a center \(v\), which owns a view-sub-class, with the highest similarity score.

### 3.3.3 Learning View-invariant Features

Suppose there are \(n\) object view-subclasses, then the input data of VTCN can be defined as

\[
\mathcal{X} = \{\mathcal{X}_1, \mathcal{X}_2, ..., \mathcal{X}_n\}
\]

\[
\mathcal{X}_i = \{x_i^{(1)}, x_i^{(2)}, ..., x_i^{(m)}\}
\]

\[
\Rightarrow \mathcal{X} = \left\{\{x_1^{(1)}, x_1^{(2)}, ..., x_1^{(m)}\}, ..., \{x_n^{(1)}, ..., x_n^{(m)}\}\right\}
\]
where \( \mathcal{X} \) is the set of all input samples, and \( \mathcal{X}_i \) is the set of all the views of one single view-subclass. Each view-subclass has \( i_m \) elements. Then the total number of input data \( \text{SIZE}(\mathcal{X}) = \sum_i i_m \). The labels of input images can be represented by \( \mathcal{Y} = \{ y_{x_1}, y_{x_2}, \ldots, y_{x_n} \} \).

Like Eq. (3.2), the loss function can be written as

\[
J(\mathcal{W}, \mathcal{B}, \{\mathcal{X}_i\}, \mathcal{Y}) = \lambda_1 J_{\text{cls}}(\mathcal{W}, \mathcal{B}, \{\mathcal{X}_i\}, \mathcal{Y}) + \lambda_2 J_{\text{view}}(\mathcal{W}, \mathcal{B}, \mathcal{Y}) + \lambda_3 J_{\text{dec}}(\mathcal{W}) \quad (0 \leq i \leq n)
\]

(3.11)

The difference is that Eq. (3.11) needs \( \{\mathcal{X}_i\} \) as the view-subclass information to learn view-invariant features.

Similarly, \( J_{\text{cls}}(\mathcal{W}, \mathcal{B}, \{\mathcal{X}_i\}, \mathcal{Y}) \) can be described as

\[
J_{\text{cls}}(\mathcal{W}, \mathcal{B}, \{\mathcal{X}_i\}, \mathcal{Y}) = -\frac{1}{n} \left[ \sum_{i=1}^{n} \sum_{r=1}^{i_m} \sum_{j=1}^{c_{\text{cls}}} 1 \{ y_{x_i} = y_j^* \} \log \frac{e^{h_{\text{ch}}(j)(x_i^{(r)})}}{\sum_{\theta=1}^{c_{\text{cls}}} e^{h_{\text{ch}}(\theta)(x_i^{(r)})}} \right]
\]

(3.12)

where \( c_{\text{cls}} \) is the neuron number of final layer, i.e., the total number of output features. And, \( J_{\text{dec}}(\mathcal{W}) \) is same with Eq. (3.6).

Then, the key problem is how to design a view-clustering function to give VTCN the ability to extract similar features from different views of a same object. Therefore, the differences in a view-sub-class \( \mathcal{X}_i \) should be calculated and deteriorated during the learning process. Based on these assumptions, we define

\[
J_{\text{view}}(\mathcal{W}, \mathcal{B}, \{\mathcal{X}_i\}) = \frac{1}{pn} \left[ \sum_{i=1}^{n} \sum_{r=1}^{i_m} \| h_{\text{vim}}(x_i^{(r)}) - \overline{h_{\text{vim}}(\mathcal{X}_i)} \|_p \right]
\]

(3.13)

and

\[
\overline{h_{\text{vim}}(\mathcal{X}_i)} = \frac{1}{i_m} \sum_{r=1}^{i_m} h_{\text{vim}}(x_i^{(r)})
\]

(3.14)
where $h_{vim}$ is the output of VI Module.

So the main objective is to optimize the following function

$$\hat{W}, \hat{B} = \arg \min_{W, B} J(W, B, \{X\}, Y)$$

(3.15)

It is extremely difficult to perform this function on the entire dataset. Therefore, a batch Stochastic Gradient Descent (SGD) strategy is adopted in network learning, i.e. perform the optimization on a batch sampled from the whole dataset in each iteration. Although SGD has been proved successful on the functions like $J_{cls}$ and $J_{dec}$, some more work is needed before it can be applied to the newly proposed $J_{view}$ function. The stochastic and back-propagation method of $J_{view}$ should be figured out to improve the computational efficiency.

Define $bt$ is one batch and

$$H_{\theta, bt} = \begin{bmatrix}
h_{\theta}(x_1) \\
h_{\theta}(x_2) \\
\vdots \\
h_{\theta}(x_{nb})
\end{bmatrix}$$

(3.16)

is a matrix consisting of all the outputs of layer $\theta$ in a batch. So the right-hand side of Eq. (3.13) can be expressed as

$$J_{view}(W, B, \mathcal{X}_{bt}) = \| H_{vim, bt} - \overline{H_{vim}}(\mathcal{X}_{bt}) \|_p$$

(3.17)

where

$$H_{vim, bt} = W_{vim}H_{vim-1, bt} + B_{vim}1_{1 \times nb}$$

(3.18)

w.l.o.g., assume that the average of feature is consistent during one iteration, and define

$$AVG = \overline{h_{vim}}(\mathcal{X}_{bt}) \mathbb{1}_{1 \times nb}$$

Then

$$\nabla J_{view} = \begin{bmatrix}
\frac{\partial J_{view}(W, B, \mathcal{X}_{bt})}{\partial W_{vim}} \\
\frac{\partial J_{view}(W, B, \mathcal{X}_{bt})}{\partial B_{vim}} \\
\frac{\partial J_{view}(W, B, \mathcal{X}_{bt})}{\partial W_{vim}} \\
\frac{\partial J_{view}(W, B, \mathcal{X}_{bt})}{\partial B_{vim}}
\end{bmatrix}$$

(3.19)
Finally, the derivative of weights $W$ and biases $B$ of the last layer in VI Module can be expressed as

$$
\frac{\partial J_{\text{view}}(W, B, X_{bt})}{\partial W_{\text{vim}}} = \begin{cases} 
\text{sign}(H_{\text{vim},bt} - \text{AVG}) \frac{H_{\text{vim-1},bt}}{n_b}, & p = 1 \\
(H_{\text{vim},bt} - \text{AVG})^{p-1} \frac{H_{\text{vim-1},bt}}{n_b}, & \text{otherwise}
\end{cases} (3.20)
$$

and

$$
\frac{\partial J_{\text{view}}(W, B, X_{bt})}{\partial B_{\text{vim}}} = \begin{cases} 
\text{sign}(H_{\text{vim},bt} - \text{AVG}) \frac{1}{n_b}, & p = 1 \\
(H_{\text{vim},bt} - \text{AVG})^{p-1} \frac{1}{n_b}, & \text{otherwise}
\end{cases} (3.21)
$$

The weights and biases are updated as

$$
W_{\text{vim}} := W_{\text{vim}} - \text{lr} \frac{\partial J_{\text{view}}}{\partial W_{\text{vim}}}
$$

$$
B_{\text{vim}} := B_{\text{vim}} - \text{lr} \frac{\partial J_{\text{view}}}{\partial B_{\text{vim}}}
$$

where lr is the learning rate. Then the stochastic is back-propagated to the lower layers. After a number of iterations, the loss function can convergence and give VTCN the ability to extract view-invariant features.

In addition, $\| h_{\text{vim}}(x_i^{(r)}) - \bar{h}_{\text{vim}}(X_i) \|^p_p$ is the Minkowski distance of order $p$ between $h_{\text{vim}}(x_i^{(r)})$ and $\bar{h}_{\text{vim}}(X_i)$. When $p = 1$, Minkowski distance degenerates into Manhattan distance, and when $p = 2$, it becomes Euclidean distance. For better learning efficiency, the $p$ value should be carefully selected. Therefore, an experiment is conducted in 3.4.3 to explore the relationship between $p$ value and the training performance.

### 3.3.4 Proof of the Training Efficiency

Since Eq.(3.17) is the core component of the proposed loss functions, a formal proof should be provided in order to guarantee its training efficiency on different experiment datasets. The derivation of Eq.(3.17) has been presented in Section 3.3.3, however, the $p$ value still has uncertain effect on the learning speed. Therefore, a detailed proof on the relationship
between the $p$ value and the training efficiency will be given. First, the following three lemmas are needed to prove the final theorem.

**Lemma 1.** The convergence rate of the gradient descent method using different types of distances will follow

$$ManhattanDistance > EuclideanDistance > ChebyshevDistance$$

(3.23)

**Proof.** This lemma can be expressed as the following statement. For two arbitrary points $P(x_0, y_0)$ and $Q(x_1, y_1)$, when $P \rightarrow Q$,

$$d_M(DP, DQ) \geq d_O(DP, DQ) \geq d_Q(DP, DQ)$$

(3.24)

where $D$ is an arbitrary point.

Without loss of generality, we can assume $D$ is the origin point $O(0, 0)$. Define $x_0 > y_0 > y_1$ and $x_0 > x_1$, then

$$d_M(OP, OQ) = x_0 + y_0 - x_1 - y_1$$

$$d_O(OP, OQ) = \sqrt{x_0^2 + y_0^2} - \sqrt{x_1^2 + y_1^2}$$

$$d_Q(OP, OQ) = x_0 - x_1$$

(3.25)

First, compare $d_M(OP, OQ)$ with $d_O(OP, OQ)$. We can start with the comparison between $\sqrt{x_0^2 + y_0^2} - \sqrt{x_1^2 + y_1^2}$ and $\sqrt{(x_0 - x_1)^2 + (y_0 - y_1)^2}$. Then we can get

$$\sqrt{x_0^2 + y_0^2} - \sqrt{x_1^2 + y_1^2} < \sqrt{(x_0 - x_1)^2 + (y_0 - y_1)^2}$$

$$< |x_0 - x_1| + |y_0 - y_1|$$

(3.26)

Therefore, $d_M(OP, OQ) \geq d_O(OP, OQ)$.

Second, compare $d_O(OP, OQ)$ with $d_Q(OP, OQ)$

$$\frac{x_0 - x_1}{\sqrt{x_0^2 + y_0^2} - \sqrt{x_1^2 + y_1^2}} = \frac{\sqrt{x_0^2 + y_0^2} + \sqrt{x_1^2 + y_1^2}}{x_0 + x_1 + \frac{(y_0 - y_1)(y_0 + y_1)}{x_0 - x_1}}$$

(3.27)

Since $P \rightarrow Q$, we can get $x_0 \rightarrow x_1$ and $y_0 \rightarrow y_1$ with a same approaching speed. Therefore, Eq.(3.27) $\leq 1$. Therefore, $d_O(OP, OQ) \geq d_Q(OP, OQ)$
Lemma 2. There exists an intermediate point that enables us to express the Minkowski distance with the Euclidean distance. In other words, for two arbitrary points \( P(x_0, y_0) \) and \( Q(x_1, y_1) \), there exists a point \( M(x_m, y_m) \) to make

\[
d_p(P, Q) = d_O(P, M) + d_O(M, Q) \tag{3.28}
\]

Proof. Without loss of generality, we can assume \( Q \) is the origin point \( O(0,0) \). Then

\[
d_p(O, P) = (x_0^p + y_0^p)^\frac{1}{p} \tag{3.29}
\]

When \( 1 < p < 2 \), we can get \( x_0^p + y_0^p < (x_0 + y_0)^p \). Therefore, \( d_p(O, P) < |x_0| + |y_0| \).

We need to prove that there always exists a point \( M(x_m, y_0) \) which makes

\[
x_m + y_0 = (x_0^p + y_0^p)^\frac{1}{p} \tag{3.30}
\]

Because

\[
(x_m + y_0)^p = \sum_{i=0}^{p-1} C_i^p x_m^i y_0^{p-i} \tag{3.31}
\]

so it can be expressed as

\[
x_1^p + \sum_{i=1}^{p-1} C_i^p x_m^i y_0^{p-i} = x_0^p \tag{3.32}
\]

With the Intermediate Value Theorem, we can know Eq.(3.30) and (3.32) are valid.

When \( p > 2 \), we have \( (x_0^p + y_0^p)^\frac{1}{p} < (x_0^2 + y_0^2)^\frac{1}{2} \).

Similarly, we can prove that there exists a point \( M(x_0, y_m) \) to make \( (x_0^p + y_m^p)^\frac{1}{p} = (x_0^2 + y_m^2)^\frac{1}{2} \). \( \blacksquare \)

Lemma 3. Lemma 2 is valid for spaces with more than two dimensions. In other words, the distances can be projected into lower-dimension spaces.

Proof. We have \( x = (x_1, \cdots, x_n)^T \), \( y = (y_1, \cdots, y_n)^T \) and \( d_p(x,y) = [\sum_{i=1}^{n} (x_i - y_i)^p]^{\frac{1}{p}} \).

We need to prove that there exists a point \( \xi = (\xi_1, \cdots, \xi_n)^T \) to make

\[
d_p(x, y) = d_0(x, \xi) + d_0(y, \xi) \tag{3.33}
\]

i.e.,

\[
[\sum_{i=1}^{n} (x_i - \xi_i)^p]^{\frac{1}{p}} = [\sum_{i=1}^{n} (x_i - \xi_i)^2]^{\frac{1}{2}} + [\sum_{i=1}^{n} (y_i - \xi_i)^2]^{\frac{1}{2}} \tag{3.34}
\]
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which can be expressed as

\[
\sum_{i=1}^{n} (x_i - y_i)^p = \left\{ \left[ \sum_{i=1}^{n} (x_i - \xi_i)^2 \right]^\frac{1}{2} + \left[ \sum_{i=1}^{n} (y_i - \xi_i)^2 \right]^\frac{1}{2} \right\}^p
\]  

(3.35)

Similarly, using the Intermediate Value Theorem, we know that there exists \( \xi = (\xi_1, \cdots, \xi_n)^T \) to make this equation true.

**Lemma 4.** Lemma 1 is also valid for spaces with more than two dimensions.

**Proof.** It can be deducted using Lemma 2 and 3.

**Theorem 1.** For the proposed loss function \( J_{\text{view}}(W, \mathcal{B}, \{ \mathcal{X}_i \}) \), the training efficiency can be improved by decreasing the \( p \) value, i.e.,

\[
\nabla J_{\text{view}}^p \geq \nabla J_{\text{view}}^{p+1}
\]

(3.36)

**Proof.** It can be deducted using Lemma 1, 2, 3 and 4.

According to the theorem, a smaller \( p \) value will increase the back-propagated stochastic and improve the optimization efficiency, which is also demonstrated in the experiment 3.4.3. On the other hand, a larger \( p \) value, resulting in a smaller stochastic, may also stable the learning process. Therefore, it is reasonable to set a small \( p \) in the early stage of training to get higher efficiency, and gradually increase \( p \) for stable convergence. The above proof guarantees that the proposed method can get a good learning speed with different datasets.

### 3.4 Performance Evaluation

To fully reach the potentiality of the proposed networks, several existing datasets combined with the newly-scanned 3D data are utilized in the training and testing process. The proposed networks are complicated enough to contain more than one dataset without under-fitting. The adopted datasets include *NYU Dataset v2* [61], *A large dataset of object scans*[13], *RGB-D Object Dataset* [41], *Bigbird dataset* [79] and *SceneNN dataset* [30].

#### 3.4.1 ODLN Performance

The proposed ODLN not only detect objects in images, but localize them with exact position, dimension and orientation. To compare ODLN with some existing approaches, the following
Fig. 3.7 Comparison of 3D Object Proposal Methods.

Recall = \frac{TP}{TP + FN} \quad (3.37)

Precision = \frac{TP}{TP + FP} \quad (3.38)

where TP, FP and FN mean true positive, false positive and false negative, respectively. It is common for the performance experiments of object proposal methods to present the relationship between Recall and Precision, because both Recall and Precision change with the settings of proposed object number.

In this experiment, all of the detection methods take 950 labeled 3D scenes, which contains 53 object categories, as the training material, and 50 raw point cloud data as the test set. Fig. 3.7 shows the comparison of ODLN and representative existing approaches, e.g. Sliding Shapes [82], SVM method [57] trained on Point Cloud & 3D Model Dataset and [57] trained on only Point Cloud. To demonstrate the adaptability for disaster scenarios, there are two versions of dataset prepared for the experiment: one normal dataset and its variant in which the brightness of RGB images is turned down and a part of depth information is removed manually. The first row in Fig. 3.7 presents the results of the normal dataset, and the second row presents the results of the variant dataset. Five categories are selected in the experiment, i.e., chair, bed, sofa, table and toilet.

As shown in Fig. 3.7, ODLN method performs better in the variant dataset. It is mainly because the author desires to design a method not relying on instable RGB data from the
beginning, and the proposed ODLN is not affected by the missing of RGB data. However, the incomplete depth data do give some impact on its performance. But still, it can outperform others in these difficult situations. Of course, ODLN does not show much advantage in the normal dataset, especially compared with Sliding Shapes method. But in my opinion, the normal dataset is too idealized and have little practical significance, considering the disaster scenarios.

### 3.4.2 View-invariance Test

A demonstrating test is conducted to validate the effect of VI Module in VTCN model. As shown in Fig. 3.8, nine views of bunny model are selected in this experiment. They belong to three different view-subclasses. Therefore, there will be nine features extracted from these views, and each set of three should be similar. The first row of Fig. 3.8 shows each scan view of the bunny model. The second row is the 2D representation of obtained 3D data, which is also the input of VTCN model. The third and fourth row present their features before and after the process of VI Module, respectively. The features are sampled out from the 4096 outputs of VTCN’s last layer. It can be seen that, without VI Module, the features looks
Fig. 3.9 Results of $p$ Value Selection Experiment. (a) The regularized loss curves with different settings of $p$ and learning rate. (b) The computational cost of different $p$ values.

very different even in a same view-subclass, while with VI Module, views in one subclass become consistent and generate fairly alike features. To further figure out the differences, their variance is calculated using the following formula.

$$\sigma = (F_a - F_b)^T (F_a - F_b)$$  \hspace{1cm} (3.39)

The last row of Fig. 3.8 shows the variance curves of the features before and after the process of VI Module. Compared with the blue dotted line, the red one is smooth and steady, which gives a good proof to the proposed view-invariance method.

### 3.4.3 $p$ Value Selection

A set of experiment is designed to find the appropriate $p$ value in the Minkowski distance for the loss function of VI Module. As discussed in 3.3.3, the setting of $p$ value is very important for the training efficiency. To clarify the relationship between them, several tests
Fig. 3.10 Comparison Results of Classification Experiments. (a) Input data only contains depth information. (b) Input data contains both depth and RGB information.

are conducted using different settings. As expected, their results follow a specific rule. Fig. 3.9(a) presents four representative curves. A regularized loss is adopted in this experiment to measure the learning speed with different settings fairly.

\[ J_{i,\text{reg}} = \left| \frac{J_i^{(1)}}{J_i^{(1)}}, \frac{J_i^{(2)}}{J_i^{(1)}}, \ldots \right| \]

(3.40)

where \( i \) represents the identifier number of each experiment with different \( p \) values. It can be seen, with the increase of \( p \) value, the learning process slows down significantly even with a larger learning rate. However, on the other hand, they are also more stable with a larger \( p \) when close to the convergent point.

Fig. 3.9(b) shows the relationship between computational cost and \( p \) values. The computational cost is defined as the complexity of calculation. Several unit operations are added in optimization algorithm to give out a uniform measure for estimated computational cost, whose value is defined in 0~50. As shown in Fig. 3.9(b), the estimated cost increases with the \( p \) value, but not changes drastically as supposed. Therefore, the selection of a larger \( p \) is feasible because of the acceptable extra computational cost.

The results in this section are consistent with the author’s theories and give us a helpful guide to select \( p \) values. A mathematical proof is presented in the appendix, in order to find the precise relationship between \( p \) value and training efficiency, and guarantee the adaptability of the proposed system in various datasets.
3.4.4 Classification Performance of VTCN

A comparison experiment is performed to evaluate the classification performance of the proposed VTCN with several state-of-the-art methods. In this experiment, there are 53 categories of 3D labeled objects in the training and testing dataset. For each category, there are 100 instances in the training set, and 10 instances in the testing set. The results are shown in Fig. 3.10. Two set of experiments are designed. Although one same dataset is adopted in all experiments, one set is conducted without RGB information. The left figure presents the performance of depth-only methods, including Linear SVM [41], DPano[78], and the proposed VTCN method; the right one shows the RGBD methods, i.e., Fus-CNN [16], CNN-RNN [80], CNN-Features [75], and Kernel SVM [41]. The proposed VTCN method is tested without VI Module (VTCN1) and with VI Module (VTCN2), respectively, in order to present the performance difference between with and without the view-invariant ability. For better understanding, a manual classification test is also performed. It can be seen that the proposed method improves a lot with the view-invariant ability of VI Module, and outperforms other depth only methods significantly. Although with similar view-invariant feature, VTCN can still outperform DPano method. However, different from the proposed approach, DPano adopts a row-wise max-pooling layer to change the low layer features extracted by the convolutional layers, which needs a semi-panoramic view of the objects. This solution can lead to serious problems in some actual scenes, which will be discussed in Section 3.4.5. But in this test, DPano has been given the necessary views to perform the recognition. Still, its precision is lower than the proposed methods, because VTCN further refines the object category using the view-subclass algorithm. The performance of VTCN is slightly inferior to RGBD methods, however, the author believes, the actual conditions of disaster scenarios do limit the acquisition of RGB data. It is worthwhile to leave out the unstable color data and work on the 3D information for a scene understanding method, which is more robust and adaptable.

3.4.5 Disaster Adaptability

Although the above evaluations have indicated the performance of four different approaches and clearly demonstrate the advantage of the proposed method in common scene understanding tasks, the author finds it is necessary to conduct an additional experiment for the disaster scenarios, because the extreme conditions of the disaster scenes may be a huge challenge to the perception methods. In order to simulate the disaster scenarios, the author works out a new dataset consisting of more than 300 scenes. These scenes are selected from the adopted datasets, which have been introduced in Section 3.4. All of these images are made highly
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Fig. 3.11 Simulated Disaster Scenarios for System Evaluation.

disordered and broken, and only contains the depth information, as shown in Fig. 3.11, which is very similar to some dark, extreme disaster situations.

The author adopts the complete scene understanding system, including the trained ODLN and VTCN presented in Section 3.4.1 and 3.4.4, without extra training process. The new dataset is merely used as the test data. The objective is to evaluate the system performance in simulated disaster scenes. The system will first use ODLN to find possible objects, and then use the VTCN to recognize them. The classification precisions are recorded as the final result. With VI Module, the proposed system can achieve 55.61% in this test, while without VI module, it is 47.71%. As comparison, the author also combines ODLN, VTCN with several other approaches for the same test data. The ODLN&Linear SVM[41] is 30.39%, the ODLN&DPano[78] is 37.16%, the SVM[57]&VTCN(with VI module) is 18.33%. Due to the difficult situation, the results are generally not very high. However, the combination of VTCN, ODLN and VI module does bring a significant improvement to the precision, which can give a boost to the development of disaster robotic. In addition, since the system cannot obtain the complete depth information of the objects, DPano method has no sufficient view to perform panoramic recognition, therefore, its performance on this dataset is not very good, if compared to its precision in Section 3.4.4.

3.4.6 Robotic Simulation

Robot Operating System (ROS) [66] is adopted as the simulation environment in this experiment. As shown in Fig. 3.12, a mobile robot moves along a path and takes three scans. The understanding results are generated by a system using the proposed method. To validate the feasibility of the proposed method in dark scenes, only depth data is imported into the system. It can be seen, the proposed method is able to output correct labels for most objects. In Fig. 3.12(b), the proposed system successfully recognizes the table with a confidence of 0.849, and the lamp with 0.424. It also generates several candidates with different confidences. For
example, in Fig. 3.12(c), the system gives some labels to the desk in yellow zone including desk, table, cabinet, etc. Among them, desk is with the highest confidence, and becomes the final output label. The total precision is 91.0% with 10 runs. The results demonstrate that the proposed method is stable and robust, and can be well applied to complicated indoor scenes. In addition, the author also uses some existing approaches to perform the same task under the same condition. In fact, this is a similar test, compared to the one in Section 3.4.5, with more ordered environment and lower difficulty. The results are listed below. The ODLN&Linear SVM[41] is 35.62%, the ODLN&DPano[78] is 67.64%, the SVM[57]&VTCN(with VI module) is 41.81%.
Chapter 4

Artificial Intelligence for Internet-of-Vehicles

The autonomous vehicle, as an emerging and rapidly growing field, has received extensive attention for its futuristic driving experiences. Although the fast developing Internet-of-Vehicles and AI methods have given a huge boost to self-driving research, existing autonomous driving vehicles do meet with several avoidable accidents during their road testings. The major cause is the misunderstanding between self-driving systems and human drivers. To solve this problem, a new decision-making system is proposed in this work for autonomous vehicles. As shown in Fig. 4.1, the proposed system prefers to thinking like a human, while traditional approaches make decisions according to the software settings.

In order to simplify the complexity of the decision-making system, a scene understanding subsystem is adopted to generate the abstractions from the raw input. This system only takes the 3D data from the light detection and ranging (LiDAR) sensor, which is able to generate stable and robust images in both light and dark environments. With the work experience in Chapter 3, a LiDAR-only scene understanding and abstraction method is used as a component of the proposed system. In this method, RGB data is only used in the detection of nearby lane markings, which can always be covered by the headlight. And only depth information is needed in the detection and classification of other objects, e.g. cars, buses, trunks, etc.

In this chapter, the author focuses on the autonomous decision-making system for the Internet-of-Vehicles and implement it on the basis of a deep learning model.
4.1 System Overview

4.1.1 Problem Definition and System Framework

Given a collection of road scene images $\mathcal{X}$, which are captured by on-board sensors during driving and consist all necessary information regarding the road condition at a certain moment, the goal of the proposed self-driving system can be described as below. For each input scene $\mathcal{X}$, the perception subsystem will recognize as many as possible vehicles on the road and give them accurate labels. Then the decision-making subsystem should give out some advice $D_h$ regarding the speed and steering, according to the abstraction $\mathcal{A}$ of current road condition, and, ultimately, generate the precise driving command $d_{\text{fin}}$, considering the security policy.

We introduce the system framework in Fig. 4.2 to give a brief description of the proposed system. As can be seen, the vehicles use the CNN models to respectively perform the detection and recognition task, then the abstraction results will be transferred to the decision-making system. As for the markings, they are processed by several simple edge detection methods. For brevity, they are omitted in the dissertation.

After the perception process, the decision-making network calculates the driving decisions based on these abstractions. The decision-making model is the focus of this research, and it will be given a detailed introduction in Section 4.2. In addition, an influence analysis module is included in the model to clarify the specific relationship between the road conditions and the output decision.
4.1 System Overview

4.1.2 3D Perception and Abstraction

One major characteristic of the abstraction calculation approaches is that the abstraction of the road condition is generated before making driving decisions. In this procedure, a robust and efficient 3D perception method is essential to obtain the accurate understanding of the input images, which is captured by the sensors equipped on the self-driving vehicles. This task is also called scene understanding, one hot topic in computer vision area. However, as mentioned above, the traditional methods struggle in the perception and abstraction of road images, due to their dependences on unstable RGB data. We propose a specially-designed perception method to understand the input scenes, in order to improve the performance of vehicle perception, and work out an abstraction approach for simplified road representation. The road data comes from two sources: the famous vision dataset for autonomous driving KITTI [59] and the open racing car simulator (TORCS). KITTI provides a great number of real-world road scenes, which is captured by a real car equipped with a laser scanner and a GPS localization system. And TORCS is a fully customizable car racing simulation environment, where lots of cars and road types are available. Both KITTI and TORCS are adopted in the benchmarking and simulation tests.

In short, the main purpose of the proposed perception and abstraction method is to understand the captured road images and generate a simplified representation for the following decision-making process. As shown in Fig. 4.3, the ego car in TORCS is equipped with depth sensors and can send the depth images to the scene understanding network in real time, and
then the current road condition is abstracted by the proposed scene understanding method for the planar representation, which can be directly imported into the decision-making model. The perception and abstraction method is detailed below.

We propose the road condition understanding network (RCUN) to understand the road scenes, and adopt the famous Alex model [40] as the recognition network, and its modified version, which is compatible with 3D input data, as the vehicle proposal network. The major difference between RCUN and other perception methods is that the author utilizes different data encodings in these two models. The original raw data generated by the depth sensors is in the point cloud format, which is shown in Fig. 4.4(b). There are two ways to process these data. The first one is to map these data into RGB space, using the Point Cloud Library (PCL) [71], and obtain the 2D colored representation. The other one is the 3D representation, in which the point cloud data is transformed into volumetric encoding, which could be imported into computational models with 3D spatial information preserved, using Octomap [29], as shown in Fig. 4.4(c). The reason for this design is based on the following facts.

These two approaches have their advantages and disadvantages. One huge superiority of 2D representation is that there have been extensive research works regarding 2D image descriptors and feature engineering, which is of great help in the designing of 2D-encoded scene understanding models. And also, tremendous 2D image datasets have been published, and even more well-trained models relying on these datasets have been made available, on whose basis the author can establish own models. According to [102], low-layer features are not specific to one particular task or dataset and can be applied to many other networks. Similar to the physiological visual mechanism of the human, neurons of lower layers merely
4.1 System Overview

Fig. 4.4 Road scene encoding and representation [59]. (a) The original scene captured by the RGB camera. (b) The point cloud captured by the depth sensor. (c) 3D encoding.

deal with the most specific and simplest tasks, which are usually homogeneous between many different applications. Therefore, the existing models are adopted as the basis of the proposed model with further fine-tuning, learning abstract features in high-layers once again and improving the training speed and network precision of the newly-designed model. On the contrary, works on 3D images are yet to be developed and improved. Few large-scale 3D image databases or effective trained models have been proposed. Another advantage of 2D representation is its high resolution. Due to some restrictions in principle and implementation, the volumetric representation must be encoded in a lower resolution (0.02 m in Fig. 4.4(c)), whereas 2D representations can preserve image details well. On the other hand, the volumetric representation also has some advantages. Unlike 2D encoding, 3D representation can indicate the 3D spatial information of the original scene, which is highly valuable for some applications. Therefore, the author designs the system with two data encoding types, which are respectively for the 3D detection and recognition.

After training, these two networks are able to perform the proposal and recognition tasks.
4.2 Decision Making

After obtaining the abstraction of road conditions, the system can work on the corresponding driving decisions. Compared to behavior reflex approaches, which directly map the input images to several pre-defined driving commands, the proposed method, using the abstractions instead of original images to calculate reactions, is much simplified in the inherent logic and structure, and as a result, is much more trainable and can achieve higher network precisions.

The generated abstraction is shown in Fig. 4.3(b), however, the abstraction data is still a bit complicated to be inputted into the decision-making network, due to the massive possibilities of relative vehicle positions. For further simplification, the author defines lots of grids all over the necessary road area, and then each vehicle can be subjected to one grid, which can be represented by one numerical value. This method gives a huge convenience for data encoding and network input because only a fixed number of grids exist in the interested zone of the road. We give these grids two attributes to reflect the type and speed of the vehicle on the road and adopt the grids as the input matrix of the proposed network. More precisely, each grid has two attributes, including one discrete attribute value, representing the specific vehicle type including sedan, bus, trunk, ego vehicle, none, unobservable, etc., and one continuous value, representing the vehicle current speed. If there is no vehicle in a grid, then its speed attribute is set to zero. As shown in Fig. 4.7(a), the blue car is the ego vehicle, and all the grids are labeled with a specific vehicle type and corresponding vehicle speed. Notably, although the on-board sensors improve a lot in the visual performance nowadays, it is not possible to obtain accurate road conditions in all grids. Especially, the vehicle perception system may fail to output an exact result, due to the occlusion. In this situation, the unknown or indefinite grids are labeled with "unobservable" and painted blue in the figure.

In this section, the author will detail the proposed decision-making system, and also introduce an analysis method to clarify the relationship between the road factors and the final decision.

4.2.1 Decision Model

We propose a six-layer decision-making network (DMN) to learn human decision-making behaviors, as shown in Fig 4.5. The input is the generated abstractions of road conditions. And the main objective is to make driving decisions based on these input data. The proposed model contains five hidden layers and one output layer. There are 1028 neurons in each of the first two layers, and 512 in each of the following three layers. This is a simple design because the author focuses on the data engineering and network learning process. We believe,
using an effective training scheme, the proposed method can extract sufficient information from the well-processed input data, even with a simple model. Due to the superior feature extraction ability of deep model, the author demonstrates that six layers are enough to obtain the relationship between road condition and driving decisions.

The distinctiveness is that the author designs the DMN as a two-part structure. Two individual sub-networks are adopted to respectively calculate the speed and steering commands. Since the low-level features are usually similar in neural networks, the first three fully-connected layers are shared between two sub-networks for training efficiency. There are two more layers in each sub-network to extract the high-level features, which is highly correlated to the target of each sub-network.

There are \( n \) input abstractions \( \mathcal{A} = \{a_1, a_2, \ldots, a_n\} \) in DMN, with their corresponding labels \( a_i \), including the speed labels \( \mathcal{P} = \{p_{a_1}, p_{a_2}, \ldots, p_{a_n}\} \) and steering labels \( \mathcal{S} = \{t_{a_1}, t_{a_2}, \ldots, t_{a_n}\} \). \( t \in \{t_1^*, t_2^*, t_e^*\} \) are the possible labels, representing left and right lane changing or keeping the current lane, and \( p \) should be real values representing the possible vehicle speed. \( h_{\text{spd}}(a_i) \) and \( h_{\text{str}}(a_i) \) are the results of each layer.

According to the multi-task loss introduced in [83] and [20], the loss function is defined as follows.

\[
L = \lambda_1 L_{\text{spd}} + \lambda_2 L_{\text{str}}
\]  \hspace{1cm} (4.1)

where the loss functions, including \( L_{\text{spd}} \) and \( L_{\text{str}} \), are adopted for different goals, and their parameters, including \( \lambda_1 \) and \( \lambda_2 \), are pre-defined to give them respective weights according to their importance.

\( L_{\text{spd}} \) is utilized to calculate the acceleration or deceleration commands and it is a regression of desired vehicle speed. Using the smooth \( L_1 \) loss [20], \( L_{\text{spd}} \) can be defined as

\[
L_{\text{spd}} = \frac{1}{n} \sum_{i=1}^{n} \text{smooth}_{L_1}(h_{\text{spd}}(a_i) - p_{a_i})
\]  \hspace{1cm} (4.2)

\( L_{\text{str}} \) is calculated using the softmax function. It is adopted to compute the steering commands, i.e. changing lanes or not. It can be expressed as

\[
L_{\text{str}} = -\frac{1}{n} \left[ \sum_{i=1}^{n} \sum_{j=1}^{3} \mathbf{1}\{y_{a_i} = y_j^*\} \log \frac{e^{h_{\text{str}}^{(L)}(a_i)}}{\sum_{\phi=1}^{3} e^{h_{\text{str}}^{(\phi)}(a_i)}} \right]
\]  \hspace{1cm} (4.3)

where \( h_{\text{str}}^{(j)}(a_i) \) varies from 0 to 1, according to the momentum to change to different lanes.
Algorithm 2: Decision-making Logic

Input: Current Road Condition $c$
Output: Driving Decisions $d_{fin}$
/* Make decisions constantly. */
while IsDriving do
  $\mathcal{A} = \text{GenerateAbstractions}(c)$
  $\mathcal{D}_h = \text{ComputeAdvices}(\mathcal{A})$
  $\mathcal{D}_s = \text{CollisionAvoidance}(\mathcal{A})$
  /* Examine $\mathcal{D}_h$ in confidence order */
  for $d_{h}^{spd}, d_{h}^{str} \in \mathcal{D}_h$ do
    $d_{fin}^{spd} = d_{h}^{spd} + d_{s}^{spd}$,
    $d_{fin}^{str} = d_{h}^{str} + d_{s}^{str}$
    $d_{fin} = (d_{fin}^{spd}, d_{fin}^{str})$
    $d_{fin} = \text{RegulationsChecking}(d_{fin})$
    /* Final Security Check. */
    if isSafeDriving($d_{fin}$) = True then
      output($d_{fin}$)
      break
  end
  KeepSafeDriving()
end

Also, the SGD strategy is adopted in this work to perform network training and the output results of the proposed network are regarded as driving advice $\mathcal{D}_h$ for the final decision-making strategy, which is detailed in the next section.

### 4.2.2 Decision-making Strategy

The whole process of the proposed decision-making system is presented in Algorithm 2. As mentioned above, at first, the RCUN model generates abstractions of the inputted images regarding current road conditions. And then DMN model can calculate and output the
human-like decisions. Although these decisions are already very reasonable, they are still not yet fully adaptable for actual driving situations, due to the security reasons. We combine the driving advice generated by DMN with a safety enforcement method, namely the repulsive potential field (RPF)\cite{100}. RPF is a famous method used for robotic path planning. Its main objective is to control the robots to safely reach destinations while avoiding collisions. RPF mainly relies on the repulsive force of possible obstacles, which is very suitable for driving safety control. In detail, the author regards all other vehicles and both road edges as the obstacles and then calculate their repulsive forces. The repulsive potential formula can be expressed as

\[ U_{rep}(o) = \begin{cases} \frac{1}{2} \eta \left( \frac{1}{d(o)} - \frac{1}{d} \right), & d(o) \leq d \\ 0, & d(o) > d \end{cases} \] (4.4)

where \( o \) represents the obstacle object, \( d(o) \) is the distance between the obstacle and ego vehicle, \( \eta \) is a positive scaling factor. And, \( d \) is a pre-defined constant value representing for the maximum obstacle distance. Any obstacles beyond the distance \( d \) are neglected. Having the repulsive potential formula, the repulsive force can be expressed as

\[ F_{rep}(o) = -\nabla U_{rep}(o) = \eta \left( \frac{1}{d(o)} - \frac{1}{d} \right) \nabla d(o) \] (4.5)

As shown in Fig 4.6, the objects in red color are regarded as the obstacles, including two edges and two vehicles in front of the ego car. The orange lines represent the repulsive force, and the yellow coordinate represents the driving decisions. It can be seen that the repulsive force and the ego car form an angle \( \theta \), and the forces are respectively exerted on the steering and speed axis. Then, the RPF security enforcement can be written as

\[ d_{spd}^{obsd} = - \sum_{o} \| F_{rep}(o) \| \sin(\theta_o) \] (4.6)

\[ d_{str}^{str} = - \sum_{o} \| F_{rep}(o) \| \cos(\theta_o) \] (4.7)

In addition, since the steering command is a discrete value, several thresholds are set to discretize \( d_{str}^{str} \).

We design the final decision-making equation as below.
where $d_{\text{fin}}$ is the calculated final decision, $d_h$ and $d_s$ represent the human-like driving advice and safety enforcement, respectively, and $\omega_1$, $\omega_2$ are the custom weights. In addition,

$$d_h = [d_{h}^{\text{spd}}, d_{h}^{\text{str}}]$$
$$d_s = [d_{s}^{\text{spd}}, d_{s}^{\text{str}}]$$

(4.9)

are the output of DMN and RPF. As shown in Algorithm 2, after the final decision is generated, it is regularized to follow the traffic regulations, for example, driving along the lane, and examined with some final security check, which is defined according to local situations. Ultimately, the system can give out a safe and human-like driving decision.

4.2.3 Network Training Scheme

As the proposed decision-making system is based on a machine learning model, an important problem is how to obtain sufficient learning materials for the underlying neural network. One traditional way is, obviously, to record actual human driving behaviors, using either a real car
Algorithm 3: Scenarios Generation

**Input:** Desired Scenarios Number \( n \); Vehicle Type (including "none") \( V \) and their Propotions \( P_V \); Vehicle Type \( R \), their Propotions \( P_R \) and Speed Distribution in each road type \( D \).

**Output:** Simulation Scenarios \( S \)

```
scenario_list = null
while length(scenario_list) < n do
    /* Generate a road \( r \). */
    r = RandomRoad(\( R \), \( P_R \))
    /* Try all available positions. */
    for grid ∈ r do
        /* Generate a new vehicle \( v \). */
        v = RandomVehicle(\( V \), \( P_V \))
        if ExistCarInFront(v) is False then
            /* Assign vehicle speed \( v \). */
            v.speed = RandomSpeed(v, r, D)
        else
            /* Adjust \( v \) according to the speed of vehicles in front. */
            v.speed = SpeedAdjust(r)
        end if
        r.append([v, grid])
    end for
    scenario_list.append(r)
end while
return scenario_list
```

or a custom gaming simulation environment. However, it is very inefficient to conduct such data acquisition task, which usually needs several months to get adequate road scenarios and driving decisions, even for a small-scale dataset.

We implement a novel generation strategy of training material to efficiently create driving scenarios for human reaction recording, as shown in Algorithm 3. At first, the road type is randomly selected from several templates according to the pre-defined occurrence possibilities. Then the vehicles are also generated in a similar way and get assigned to random grids of the newly generated road. Each vehicle will be set with a specific speed value, and be adjusted to be as realistic as possible. Some generated scenarios are shown in Fig. 4.7 as an example. The type and relative position of the vehicles are all randomly selected, on the basis of some common situations, traffic rules, driving habits, etc. The last step is to import these scenarios into some driving environments, such as the TORCS, and record the driving decisions of test drivers. To improve the sense of reality and interactivity, some peripheral equipment can be used to emulate the actual driving experience, e.g. steering...
wheel and pedals. Before each scenario, a brief buffer time is available for the test drivers to get familiar with the current road condition.

Compared to some commonly used data recording methods, the proposed scheme has a significant advantage at the efficiency, and more importantly, the representativeness of the generated scenarios. In fact, there are a large number of unnecessary testing scenarios in the continuous driving process. Therefore, the proposed scheme can avoid this problem by generating discontinuous scenarios.

4.2.4 Influence Analysis

We find it essential to figure out why the proposed neural network can make human-like reactions to various road conditions. Which parts of the input abstractions play a key role in the final decision? What is the network focused on among all the input values including the vehicle types and speed in every road grid? Indeed, it is not easy to accurately visualize the specific influences of the input units in a neural network. In this section, the author implements an ingeniously-designed visualization method to analyze the mechanisms behind the proposed decision-making network. There are two major benefits of this analysis method. The first one is that, with an intuitive heatmap, self-driving researchers can easily find the specific areas and information which the decision-making system is really interested in. And as a result, researchers can find ways to improve the accuracy or clearness of these valuable data, e.g., increasing the resolution of the back depth sensor, refining the vehicle category of the road perception system, improving the accuracy of velometer, etc. The other benefit is, the generated heatmap is an important criterion reflecting whether the decision-making network is overfitting or not. Since the network architecture is defined according to subjective
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Algorithm 4: Influence Analysis

**Input:** Trained Network $N$, Specific Road Abstraction $A$

**Output:** Visualized Unit Influences

```plaintext
/* Check all the unit values in both two input channels. */
for att ∈ [vehicle_type, vehicle_speed] do
    influences_vector = null;
    original_output = $h^N(A)$
    for $u ∈ A_{att}$ do
        /* Modify the unit value. */
        if att is vehicle_type then
            $A_{new} = \text{ChangeType}(A, u)$
        else
            $A_{new} = \text{ChangeSpeed}(A, u)$
        end
        new_output = $h^N(A_{new})$
        /* Compute the impact of the changed unit value. */
        influence = new_output − original_output
        influence = Normalize(influence)
        influences_vector ← influence
        /* Generate the visualization. */
        Visualize(influences_vector)
```

experience, it is possible that the deep network is designed with too many layers or neurons. In this situation, if no enough training material is available, the network will suffer the overfitting problem. Although an overfitted network performs well from the perception of training loss, it may easily fail in some other road conditions. It is very difficult to judge the overfitted networks using simple precision tests. However, the overfitted networks show inexplicable and meaningless heatmaps in most cases. By examining the generated influence maps carefully, researchers can find some symptoms of the overfitting problem. This algorithm is introduced below.

In a trained network, the influence of one input $u$, which is a single value in the input vector, to the output of layer $\theta$ is presented below

$$h^N_{\theta}(u) = \begin{cases} W_{\theta}h_{\theta}(u) + b_{\theta}, & \theta \geq 2 \\ W_{\theta}u + b_{\theta}, & \theta = 1 \end{cases}$$ (4.10)

Notice that, with a fixed $W_{\theta}$ and $b_{\theta}$, the output of every layer in the neural network, including the final output, is only related to the input $u$. Therefore, the contribution of each input values can be inferred using Algorithm 4. In the beginning, each vector unit of both two
attributes, i.e. grid type and vehicle speed, will be checked for the influence calculation. Its value is modified with a minor adjustment, and the difference between the original and new output results is calculated to reflect the contribution of this grid. The numerical results are normalized and transformed into heatmaps.

An experiment is conducted in Section 4.3.2 to demonstrate this analysis method.

4.3 Performance Evaluation

Several experiments are conducted in this section to evaluate the performance of the proposed self-driving system. First, the author carries out a driving simulation to test the abilities of decision-making method. Then a visualization of unit influences is presented, using the strategy described in Section 4.2.4.

4.3.1 Decision-making System Evaluation

The best way to evaluate the performance of driving systems is to conduct the road tests in a simulation environment. As mentioned above, TORCS is a common choice for the testing platform in driving simulations. Therefore, the author also adopts TORCS in this experiment for better comparability. In this section, the focus problem is the rationality and security of generated driving decisions, while the scene understanding ability is not the emphasis. Therefore, the exact abstractions of the road conditions are directly passed to the self-driving methods by the TORCS platform, rather than the scene understanding methods. Then, the
4.3 Performance Evaluation

The key problem is the experiment design, which should give a comprehensive test on both the advance speed and driving security.

The testing details are introduced below. First, the author selects and modifies an existing roadmap in TORCS, which is a two-lane street with a total length of 15,000 meters, making clearer lane markers and richer roadside views. Then, an autonomous vehicle, controlled by different self-driving methods, is added to the track as player Ego. Up to eight human players are also included in the same track, so the self-driving vehicle must take other players into account when driving on the road. There are nine test settings with different human numbers for one self-driving method, and ten tests are conducted for each test setting. The vehicle speed and total accident number are recorded during these tests. Fig. 4.8 presents the average results of vehicle speed and accident number. Four driving methods are adopted for player Ego, i.e., the proposed DMN method, the reinforcement learning method (RLM) [100], the direct perception approach (DPA) [9], and manual driving (Human), which is set for better understanding.

It can be seen that, in Fig. 4.8(a), with the increase of player number, all the testing vehicles show slower average speed. Among the self-driving methods, the proposed DMN shows an obvious advantage beyond other two methods, due to its intelligent decision-making ability. The RLM method is implemented by us according to the principle introduced in the original paper. It is a novel design, but does not consider the human driving behaviors and social intelligence. Therefore, it is slightly inferior in this test with human participants. DPA is focused on the driving perception, and only has a simple driving logic, which mainly cares about the security rules. So it does not perform well in the speed testing. Unexpectedly, the increase of player number has little influence on the human driver, possibly because the human drivers have the social intelligence ability and prefer to aggressive driving strategies. Fig. 4.8(b) presents the results of security testing, i.e., the average accident number. Contrary to the speed testing results, DPA outperforms other methods because the security regulations are carried out rigorously in DPA. And the proposed DMN has the second best security performance, due to the safety enforcement and, more importantly, the human-like decision-making ability. RLM also considers the safety requirement, but is outperformed by DMN due to the lack of social intelligence. Because the road conditions are directly sent to self-driving systems, they can easily beat the human driver in this testing, which, of course, is different with the real-life driving environment, where the road conditions must be understood and abstracted by the perception system. However, as a performance evaluation, these results can sufficiently demonstrate the feasibility and stability of the proposed decision-making method.
4.3.2 Influence Analysis and Visualization

As it has been demonstrated that the proposed self-driving system is able to perform sound and safe decisions, an additional experiment is conducted to clarify the relationship between the road conditions and the driving decision. Fig. 4.9 shows the visualization results of two randomly generated scenarios. The input abstractions are presented in the first column of Scene A and B in Fig. 4.9, and the second and third column give out the unit contributions to the speed decision network and steering decision network. The output decision of Scene A is to keep the current lane and pick up speed; the decision of Scene B is to decelerate and move away from the front truck. It can be seen that, in Scene A, DMN notices there is an extensive free area in front of ego-car. DMN also judges that the cars in neighbor lanes are unlikely to change lanes, and, therefore, have little impact on the final decision. In Scene B, DMN decides not to change lane because of the unknown area in the top-right corner, which is reflected in the vehicle-type channel in the steering network. Instead, DMN prefers to slow down and keep the speed slightly slower than the front truck.

Interestingly, the visualized unit contributions give us deep insights into the mechanism of the decision-making neural network. We find several interesting results after the unit contributions are transformed into heatmaps. These results are reasonable and explainable. The way DMN considers its decisions is so similar to the human mind that, the author believes, it can achieve more amazing performance with a larger dataset. The experiment results demonstrate that the proposed method does have the ability to perform human-like decisions and adapt well to various road conditions.
Chapter 5

Artificial Intelligence for Internet-of-Energy

Electrical load forecasting is still a challenging open problem due to the complex and variable influences, e.g., weather and time. Although, with the recent development of Internet of Things (IoT) and smart meter technology, people have obtained the ability to record relevant information on a large scale, traditional methods struggle in analyzing such complicated relationships for their limited abilities in handling non-linear data. In this chapter, the author introduces an IoT-based deep learning system to automatically extract features from the captured data, and ultimately, give an accurate estimation of future load value.

The IoT-enabled system is implemented in an urban area of south China, as shown in Fig. 5.1. Smart meters are adopted to record and upload electrical and background data, with specially-designed sensors and IoT-enabled devices. They are deployed in every electricity consumption unit, and share their information with the control center. Ultimately, a large dataset is obtained in seven years from 2010 to 2016, including all conceivable factors. Then the data is used for the network training and influence analysis in this work. As IoT and smart meters both have the ability of bidirectional communication, the recommendations and decision made by the control center can be sent to the demand side. The IoT infrastructure in Fig. 5.1 is an important part of the proposed system. The smart meters can connect to all the IoT-enabled sensors, gadgets and appliances in the electricity unit, for example, the smart homes. The proposed system can deal with all these data, and based on that, perform accurate load forecasting.
5.1 Forecasting System: Concept and Design

When starting with the research of electrical load, the author wonders what on earth are the possible influences. And which factors do have a role in the load variation? The author decides to begin with the analysis of historical record, and tries to find some inspirations. Fig. 5.2 presents an electrical load record of a large city in south China. The data is sampled every five minutes, from January 2014 to June 2016. As can be seen, there are some obvious patterns in the load variation. On one hand, these records reflect an annual periodicity. The power load peaks between June and October every year, and hits bottom around February, which has significant seasonal characteristics. On the other hand, there is also an obvious daily periodicity, i.e., the load value keeps high in the daytime, and drastically drops down at night.

Although with some simple data analysis like this, the presented load patterns can lead to a few preliminary conclusions, it is very difficult to truly understand the complex relationship between the power consumption and influence factors. In fact, weather and some other factors play much more parts in electrical load variation, and also in more complicated ways, which is far beyond the capacity of humanity and traditional load forecasting methods. Besides, the author empowers the smart meters with the ability to communicate with other IoT-enabled devices in the system, leading to more extensive input attributes. As shown in Fig. 5.1, the IoT infrastructure is a fundamental component, because it monitors the factors and sends...
the data to the control center. The IoT infrastructure consists of the IoT-enabled devices, including the smart meters, gadgets and appliances, and the communication network. For economy and reliable communication, the author adopts Power Line Communication (PLC), which can transfer low bit-rate data with low costs [101], and ZigBee, which can exchange data wirelessly within a 100m range such as in a home or building, as the communication network. And smart meters, just as the sink nodes in the wireless sensor network (WSN), are responsible for collecting data from the household devices and sensors, and uploading the data to the control center every 30 seconds. The captured data is extremely complicated and contains lots of useful information. The author desires to learn these patterns with a deep learning based system to give out an accurate estimation of the future electrical load.

As mentioned above, the author notices that several researchers have attempted to utilize deep learning in load forecasting, but many of them are facing a problem of low precision. Frequently, the existing approaches give inaccurate daily consumptions even when they have the ability to predict short-term load precisely. It is a serious problem because many participants of electricity markets regard the daily consumption value as an important reference for decision-making. A too large estimation may lead to energy waste, while a too small value can possibly cause an insufficient supply. The author adopts a specially designed two-step forecasting scheme to address this problem.

The framework of the proposed load forecasting system is presented in Fig. 5.3. In the proposed method, two individual models are used to respectively predict the daily
consumption and intra-day variation, i.e., daily consumption estimation network (DCEN) and intra-day load forecasting network (ILFN). There are two major reasons that the author designs the two-step forecasting scheme. One reason is, the estimation value of DCEN is not only a helpful guidance for electrical companies and consumers, but an important input to ILFN model, which takes the daily consumption value as a reference and also a limitation. Therefore, with the proposed scheme, the estimated variation can be much closer to the actual load values. The other reason is that electrical load is influenced by various factors, which is usually in unit of days, such as the daily maximum or minimum temperature, daily precipitation, daily sunshine duration and, of course, the date. And, the relevant data is also most often obtained in the unit of days. Based on these facts, the author concentrates all the possible factors at the DCEN model to accurately predict the daily consumption, and only adopts several basic factors to support the intra-day forecasting, in order to simplify the network structure.

There are ten hidden layers in the proposed DCEN model. Layer one and layer two each has 4096 neurons, layer 3∼5 each has 2048 neurons, and layer 6∼10 each has 1024 neurons. The author envisaged implementing DCEN as an extremely complicated model to hold and analyze the super large data. However, the author found that the data engineering is a more efficient way for this task. With well-selected input, even a common deep model can extract sufficient features and give meaningful information for the load forecasting. This will be demonstrated in the experiment section.

As mentioned above, the key problem in DCEN model is the selection and preprocessing of the input data. A massive number of data is acquired by the proposed IoT system. Among them, the following data are picked as the input. As the most instructive reference, the daily consumption of past 7 days is selected; to reflect any periodic characteristics, the time relevant attributes are also adopted, including the date, the Chinese lunar date, day of the week; as the most important and complicated data, weather relevant attributes are of great significance to the DCEN model, including the temperature, air pressure, vapor pressure, precipitation, evaporation, wind speed and sunshine duration. These data are preprocessed to give out the maximum, minimum and average values, and then normalized to generate the final inputs, which include 7 electrical attributes, 3 time relevant attributes and 22 weather relevant attributes.

After obtaining the daily consumption data, ILFN model is adopted to estimate the intra-day load variations. ILFN is also a classic deep model with five hidden layers. And each layer has 512 neurons. The difference is that ILFN needs fewer input attributes, compared to DCEN model, because all the possible influences have been handled by DCEN, and most of them can be neglected in ILFN. The input only includes several basic factors and the recent
load variation. In detail, the input data includes the estimated daily consumption value, the time relevant attributes, the load values in the last five time units and some relevant readings. DCEN and ILFN are performed for each electrical consumption unit for more nuanced and accurate forecasting. This is mainly benefited by the lower-granularity data from IoT-enabled system. Table 5.1 gives the comparison between traditional systems and the IoT-based system. It can be seen that, the proposed system is able to monitor the detail information of the residents’ house, and give solid data support for the forecasting system. These valuable data can be a useful addition to the records captured by the on-board sensors, such as the
operation log of smart appliances, which can be important reference for the residents’ energy usage habits. As one of the most important factor, some detailed weather condition data can only be captured by the households sensors, such as the indoor temperature, sunshine duration and indoor air quality, which differentiate in every house but have a strong effect on the energy consumption.

5.2 Influence Analysis

We need to go a step further than merely implementing a forecasting system. Although the proposed DCEN and ILFN model can make accurate predictions, it is no doubt necessary to figure out the mechanism behind the network structure, rather than simply leaving it as a black box. The author starts with clarifying the focus of the system, in other words, what the system really concerns among all the input attributes, including the historical load, weather factors, and time relevant information. This is very important not only for this research, but for other load forecasting applications in different area, because the analysis of forecasting mechanism can serve as a useful guidance for system design. For example, the 32 attributes the author selects in the proposed instance are probably not suitable for other smart grids, especially the Chinese lunar date, which is only of significance to some area in China. So how to find the "right" attributes for a specific area? Influence analysis is an efficient way to perform this task. In the stage of system design, researchers can push all the possible factors into a prototype system, and after adequate training, analyze the contributions of each attribute. Ultimately, the researchers are able to obtain the accurate combination of possible factors. It is an economy solution to know the factors that truly matters before the large-scale deployment of smart meters and sensors. Besides, following the trend of IoT, an increasing number of devices will be IoT-enabled. Therefore, the smart meters will get much more complicated input data in the future, and the influence analysis will play a key role in discriminating the value of various data source. In addition, influence analysis can also be used as a technical measure for the network overfitting, which is a common and serious problem in the training process, but with few effective measuring means for a long time. Overfitting frequently occurs when the deep model is too complicated while having insufficient input data. An overfitted model may have good statistical results on the training materials, but usually perform poorly on actual applications, due to its overreacts to the minor fluctuations. Through influence analysis, researchers can obtain some information regarding whether the overfitting occurs or not. It is mainly because that, an overfitted network usually extracts meaningless features from the raw data, which are impossible to comprehend in most cases. On the contrary, well-trained networks analyze the data in a human-like way.
5.2 Influence Analysis

This difference can become an effective standard of distinguishing the overfitted networks from normal ones.

For these purposes, the author designs a novel visualization method to analyze the contributions from each input attribute to the final output. The author notices, a trained network have fixed parameters, including weights and biases. Therefore, the final output is merely related to the input. And if we change one input unit of an input attribute, the output result will also be changed, which gives a way to infer the contribution of one single input attribute. The analysis algorithm is explained below. First, each attribute in each input sample is fine-tuned to generate new output results. Then each new output value is compared with the former results to show their own contributions. At last, the normalized differences are presented in heatmap form.

An example of the proposed influence analysis is shown in Fig. 5.4. The analysis is conducted with a well-trained network. For simplicity, only some relevant attributes, which have significant influence on the final forecasting result are presented in the figure, including the date, the Chinese lunar calendar date, the day of the week, the temperature and the air pressure. The influences are shown in color. And the red areas have bigger influences than the blue areas. Since all the attributes are normalized and get changed at a same extent, the generated heatmap can give an intuitive representation regarding which parts of the attributes give the most influence to the forecasting results.

Among all the presented heatmaps, the temperature attribute has the most significant effect on the final output, according to the highlighted zone around 25 Celsius degree in the temperature channel. As can be seen, the highlighted zone is converged around 25 degree, which is mainly because 25 degree is a sensitive cut-off point to determine whether to use the air conditioner. When the temperature is lower than 25 degree, there is no cooling needs. On the other hand, when the temperature is much higher than 25 degree, the cooling needs always exist, and a minor temperature change has little influence on the power consumption. Traditionally, there is no demand for heating in south China. Therefore, low temperature also has little influence on the electrical load. The author is very surprised at the rationality and interpretability when the author sees the visualization results for the first time. And, not only the temperature but other attributes show meaningful heatmaps. For example, the date channel and lunar date channel both have highlighted zones around several legal holidays, when the factories are usually closed and, as a result, the electrical load drops down. Lunar date is a traditional calendar in China, and many holidays are based on lunar date. Therefore, the author sets the attribute of lunar date to reflect some specific periodical patterns in China. In the week channel, the influence value of weekends is higher than the one of weekdays, because the weekends are also rest days for many industries. As for the air
pressure, according to several existing research, there is a strong inverse correlation between the air pressure value and electrical load. It is because that the lower air pressure frequently results in the oppressive weather, which fuels the increase in cooling needs. Besides the channels presented in the figure, the author also analyzes the influence of historical load data, i.e., the daily consumption of past 7 days. Their normalized influence values are 0.07, 0.011, 0.009, 0.007, 0.005, 0.008 and 0.007, respectively for the past days from yesterday to 7 days ago. It can be seen, the closest point in time has the most significant effect on the forecasting result.

As expected, the visualization results demonstrate that, the proposed system can draw rational conclusions with intelligible inferential process. The analysis method enables researchers to select attribute combinations and judge overfitting networks.

5.3 Performance Evaluation

To show the actual forecasting performance of the proposed method and demonstrate the effectiveness of the specially designed two-step forecasting scheme, several simulations are
conducted in this section. The input is the actual record of an urban area in China. The author creates an instance [34] of the proposed models, and train the system with the input data. As shown in Fig. 5.5(a), the author performs two forecasting tests in a period of one hour. The red line indicates the forecasting results which are generated with both of the proposed DCEN and ILFN models, the green line represents the results generated with only ILFN model, and the dotted line is the actual load value. It can be seen that, although both forecasting lines are close to the truth value, the green line shows some offset as a whole, when the two-step forecasting is not adopted. More precisely, nearly all prediction values in the green line are bigger than the actual value, leading to an inaccurate daily total consumption, which is much bigger than the truth value. In contrary, the red line is well distributed in both sides of the dotted line, which may result in a more accurate total consumption. A quantitative analysis experiment is performed to give a precise performance comparison between these two tests, also with another two existing approaches, i.e. the state-of-the-art deep learning based SDNN model [72] working on the same 32 attributes including electrical data, time relevant data and weather data, and the classical HW method working with merely electrical record.

Three mathematical indexes are adopted to quantitatively measure their performance. Fig. 5.5(b) gives the comparison result. The mean absolute percentage error (MAPE) is a famous measure of forecasting precision in statistics. MAPE is scale-independent, and is favored when compare predict accuracy between different datasets. The root mean square deviation (RMSD) is another accuracy index, but can only be used to compare prediction errors of different models for a same dataset, as it is scale-dependent. RMSD is normalized with the mean value of the measurements, namely, coefficient of variation of the RMSD (cvRMSD). In addition, the author designs a new measure named total consumption relative
error (TCRE) to show the effect of the proposed two-step forecasting scheme. TCRE is calculated using the actual daily consumption value and the sum of all estimations in one day. All of these three measures express as percentages.

In Fig. 5.5(b), the first group represents the result of the proposed two-step approach, the second group indicates the prediction without DCEN model, the third group is the SDNN model, and the last group represents the HW method. As can be seen, even without DCEN, the proposed method can achieve a state-of-the-art performance similar to SDNN. However, it is significantly outperformed by the proposed two-step approach in the measure of TCRE. These numerical results once again demonstrate the necessity and effectiveness of the proposed two-step forecasting method. Compared to other approaches, the proposed method performs much better in the prediction precision of both intra-day load variation and daily total consumption.

To demonstrate the effect of the extensive data from IoT-enabled devices, the author performs an additional comparison experiment in a residential building in the same city. As shown in Fig. 5.5(c), the first group is the results of the proposed method using lower-granularity data, which is monitored per house; while the second group represents the results using higher-granularity data, which is captured as the whole building. We can see the first group outperforms the second one in all of the three indexes. This improvement can be attributed to the differences of temperature, humidity, sunshine duration, indoor air quality among the rooms in the building. Through IoT-enabled devices, the system obtains the ability to accurately forecast the energy consumption for every electrical unit, and as a result, improve its prediction precision of the total consumption.
Chapter 6

Artificial Intelligence for Internet-of-Sensors

With the proliferation of Internet-of-Sensors devices, crowdsensing has become an appealing technique to collect and process big data. Meanwhile, the rise of 5th generation wireless systems (5G), especially the new cellular base stations with computing ability, brings about the revolutionary edge computing. Although many approaches regarding the mobile crowdsensing have emerged in the last few years, very few of them are focused on the combination of edge computing and crowdsensing.

In this chapter, the author designs an edge computing based deep learning system for universal crowdsensing tasks, as shown in Fig. 6.1. The right part is the network architecture, in which three edge nodes are connected to the central cloud, i.e., the cellular base station, the wired router and the gateway in the buildings. Through these network nodes, various edge devices can be connected to the cloud, e.g., mobile phones, sensors, smart meters, electrical appliances, etc., which is very common in the current IoT age. The difference between this method and existing crowdsensing approaches is that the author successfully adapts the state-of-the-art deep learning model to the edge computing framework. As a result, with the proposed deep model, the captured data is directly processed in the edge devices and edge nodes, as is shown in the left part of Fig. 6.1. And only the irreversibly extracted features are uploaded to the centralized servers. Although the centralized servers in the cloud end have strong computing abilities, the author attempts to push the computing task to the user end. On the one hand, this scheme can keep the sensitive data in the user side and prevent the unauthorized access to the user privacy; on the other hand, it can also reduce the huge computing load of the centralized servers and fully utilize the computing resource in the cloud edge.
6.1 Crowdsensing System: Concept and Design

In this work, the author attempts to adapt the deep learning methods into the edge computing environment, with the following reasons. As mentioned above, edge computing is for the load balance of the cloud network, and there are two reasons the author chooses deep learning in the system. First, the crowdsensed data should ultimately be processed using some analysis methods, and deep learning is one of the most successful approaches to perform this task. Second, due to the hierarchical structure of deep learning models, it can well meet the requirement of edge computing. Deep learning is able to give both cost-efficiency and privacy protection to the crowdsensing system.

The main principle is to utilize the hierarchical deep model, and allocate its computation tasks to available resources in the cloud, including the centralized servers, the edge nodes, and devices. As shown in Fig. 6.2, an edge computing based deep (ECD) model is proposed for the crowdsensing task. ECD model is mainly characterized in its distributed nature and dynamic framework, which are both essential for the contemporary edge environment.

First, to adopt the deep learning in the edge computing area, the deep model must have the potentials for distributed operation. Same with all other deep models, the ECD model also has a large number of layers, as shown in Fig. 6.2. One obvious solution is to allocate the layers to all possible computing nodes. More precisely, the lower layers can be assigned to the edge of the cloud, and the higher layers can be assigned to the centralized servers. Because the activations, which are the output of each layer, require unidirectional transmission, each
computing node must send the calculation results to the next logically adjacent node. The edge devices, including the mobile phones, deployed sensors, vehicles, and other devices which capture the raw data, are responsible for the first part of the crowdsensing task. As the nearest devices to the users, they should be exclusively under the control of their holders. According to the decision of the users, the edge devices can either calculate for a few lowest layers by themselves and send out the extracted features, or totally leave the calculation away and directly push the raw data to the network. It is a key feature of the proposed human-driven design to empower the users with the power to make decisions, which will be detailed in the next section. The edge nodes, including cellular base stations, gateways, and routers, will handle the calculating of several intermediate layers, which is also a big difference with the existing deep learning based crowdsensing approaches. In the next generation of the network infrastructure, the edge nodes will be greatly enhanced in their computing ability, therefore, they will become an extremely important resource for cost-efficient services. The output of the edge nodes is uploaded to the central part of the cloud, i.e., the centralized server, for the calculation of higher layers and final analysis. Although the servers have powerful hardware to perform parallel computing, they are likely to be overloaded due to the extremely large sensing data captured by numerous device. However, with the feature extraction in the lower layers, the burden of centralized servers can significantly decrease.

Through the aforementioned one-way communication scheme, the ECD model obtains the basic distributing ability, however, it needs more to be fully adaptable to the edge computing architecture. The dynamic structure is another important piece of puzzle for this. Because one same deep model cannot handle all crowdsensing tasks, the ECD model in the proposed system should have the ability to be fitted into different objectives. On the other
hand, the upgrade frequency of the edge hardware is usually very low, so it is very difficult to frequently change the lower-layer structures. Therefore, the proposed system is implemented with a flexible framework, which is adaptable for various crowdsensing tasks, while keeping the lower layers relatively stable. The lower layers are integrated into the firmware and only updated with a low frequency, and the higher layers are implemented as the software installed in the centralized servers and keep adaptable for different tasks.

The service provider can deploy several sub-models with different lower layers for some typical kinds of crowdsensing tasks, such as the image classification, 3D scene understanding, road condition monitoring, audio recognition, network control [37], etc. A well-trained sub-model can be used for most of the subtasks in the same category, as their low-level features are very similar.

### 6.2 Human-driven Crowdsensing

Following the trend of human-driven design, the author attempts to empower the users with the right to decide the balance between energy consumption and privacy protection. On the one hand, users may prefer their devices can output more abstracted features, which is more secure but costs more energy; on the other hand, users may prefer to save the energy of their devices and leave the computing task to the outside devices, which can lead to some privacy concerns. The major reason is that the reconstruction from the output features to the original input deteriorates with the increase of the forward propagation progress. Therefore, there is a trade-off between efficiency and security. The author believes, this dilemma should be decided, or at least partly directed, by the users. In other words, it must be guaranteed that the users can decide that to what level the deep model should be calculated on their own devices, which common users may not be very experienced in but have enough motivation to have the choice. With the human-driven design, service providers can give some recommendations or a changeable security level for the users, just like all the similar solutions integrated in mainstream operating systems or mobile applications for other security problems. As mentioned above, it must be guaranteed that the users can decide that to what level the deep model should be calculated on their own devices. Due to the characteristic of the deep learning model, the smallest calculation unit, which can be assigned to different computing nodes, is the layer. Therefore, the best way to control the calculation level is to select the desired layer numbers for calculation.

The author models the aforementioned dilemma as an optimization problem, and defines the solution set as \( \mathcal{B} = \{b_1, b_2, \ldots, b_n\} \), where \( n \) represents the maximum number of the layers for calculation. As there are two main factors regarding the energy consumption of
**6.2 Human-driven Crowdsensing**

The communication data size and the numbers of unit operations in a deep model.

<table>
<thead>
<tr>
<th>Data</th>
<th>Deep Model</th>
<th>Ops</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.8 K</td>
<td>Layer5 256ch · 62×62</td>
<td>3.4 G</td>
</tr>
<tr>
<td>3.8 K</td>
<td>Layer4 384ch · 62×62</td>
<td>5.1 G</td>
</tr>
<tr>
<td>3.8 K</td>
<td>Layer3 384ch · 62×62</td>
<td>3.4 G</td>
</tr>
<tr>
<td>15.4 K</td>
<td>Layer2 256ch · 124×124</td>
<td>9.45 G</td>
</tr>
<tr>
<td>61.5 K</td>
<td>Layer1 96ch · 248×248</td>
<td>2.14 G</td>
</tr>
<tr>
<td>1 M</td>
<td>Input Data 3ch · 1000×1000</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 6.3 The communication data size and the numbers of unit operations in a deep model.

edge devices, i.e., the network communication $S_{bi}^{comm}$ and deep model computation $S_{bi}^{comp}$, the author also defines their energy consumption values as $P(S_{bi}^{comm})$ and $P(S_{bi}^{comp})$ respectively. In fact, given a specific model, both $P(S_{bi}^{comm})$ and $P(S_{bi}^{comp})$ have fixed values. A common deep model, shown in Fig. 6.3, is used as an example. The first few layers in this model are shown in the figure. The input data is image files with $1000 \times 1000$ pixels in three channels. The data column in the left part represents the output size of each layer, which is also the packet size for network communication. The ops column in the right part is for the unit operation number, which is a rough approximation of the calculation cost. To quantify the $P()$ function, the author conducts several tests on various devices, and find the relationship between $P(S_{bi}^{comm})$, $P(S_{bi}^{comp})$ and exact power consumption. As shown in Fig. 6.4(a), the author defines a regularized energy cost, in terms of Joule. The dotted black line represents the energy consumption resulted from the calculation, and the red line represents the communication cost. It can be seen the computing cost gradually increase with the calculation level, while the communication cost significantly drops down due to the decrease of output data size.

In addition to the energy consumption, the privacy protection $S_{bi}^{priv}$ is another important factor to consider in the proposed human-driven crowdsensing system. It is very difficult to accurately measure the risks of the possible privacy leak. A more obvious way is to calculate the consequences if the uploading data are captured by unauthorized devices. There is some
approaches to reconstruct the input data with the output results, such as the intermediate features or even the final results. These approaches can start with a random generated noise data, calculate its output, and compare it with the objective feature, then these methods can optimize the generated input gradually, and, ultimately, get the data which maybe similar to the original input. Due to the characteristic of the deep learning models, it is not possible find the exact initial input from the output, and the more abstract the features are, the less similar the inferred input is. Therefore, the author defines a data similarity index $P(S_{priv}^{bi})$ to measure the sensitivity of the output data. This index measures the degree of similarity between the reconstruction of the output feature and the raw captured data. Because the extracted features are not exactly reversible to the specific input, therefore, the output data with lower reconstruction similarity has a better security, and it can keep the users’ privacy even if it is leaked to someone else. This point is especially notable in image processing tasks, where the activations of the higher layers are much more abstracted and illegible than the ones of the lower layers. In addition, there are lots of ways to measure the similarity, for example, the Euclidean distance, etc. Fig. 6.4(b) gives an example regarding the relationship between data similarity and calculation level. In conformance with the estimates, the similarity decreases with increasing calculation level.

Given $P(S_{comm}^{bi})$, $P(S_{comp}^{bi})$ and $P(S_{priv}^{bi})$, an utility function is defined as

$$U = \lambda_1 (P(S_{comm}^{bi}) + P(S_{comp}^{bi})) + \lambda_2 P(S_{priv}^{bi}),$$

in order to make a comprehensive evaluation on different solutions. The weights $\lambda_1$ and $\lambda_2$ are set by the users to reflect the individual orientation. The solution with smallest $U$ value is presented to the users as an instructive recommendation.

### 6.3 Performance Evaluation

#### 6.3.1 Demonstration for System Validity

The author first uses a small testbed to demonstrate the validity of the proposed system, i.e., it is a feasible solution to divide the deep model into several parts and allocate them to different computational resources, and it works well with actual hardware. The testbed consists a central server, an edge server, and a mobile device. The edge server has a wireless network interface card for wireless access and an Ethernet network interface connected to the central server. The author uses the Raspberry Pi as the edge server, which is fully capable of forward propagation.
6.3 Performance Evaluation

The author implements one image classification application. The user captures an image, and attempts to know the information of the image. In the testbed, the author installs the classification model in the mobile phone, edge server, and the central server. The mobile device consistently captures images and calculates for the results using the available resources. The author compares the performance between the common solution, i.e., directly uploading the raw data, and the proposed method. The results are shown in Fig. 6.5. Fig. 6.5(a) gives the traffic change during actual deep learning based tasks. Compared with the original method, the proposed ECD approach consumes less network traffic. After 10 seconds, the traffic size of the original method have achieved three times larger than the proposed method. In the meantime, according to Fig. 6.5 (b), the ECD can keep a similar performance with the original method in the response latency. It can be seen that the proposed method outperforms the original solution in the network traffic while keeping a similar latency.

6.3.2 Numerical Simulation

In this simulation, two servers, ten edge nodes and 100 mobile devices are deployed to serve as the edge computing system. The mobile devices keep performing sensing tasks and upload the data to the cloud. The adopted deep model is used for image recognition, and all the collected data is in the form of image. The data size is measured in megabyte.

As shown in Fig. 6.6, the author tests the energy saving performance with several different strategies, and present their consumption changes with increasing captured data size. The two
Fig. 6.5 Network traffic and latency of the demonstration application.

black curves are the simulation results of the proposed ECD method, with $\lambda_1 = 0.8, \lambda_2 = 0.2$ and $\lambda_1 = 0.2, \lambda_2 = 0.8$, respectively. The green line represents the average strategy, i.e., always calculate for the average layers in the edge devices. The blue line is the maximum strategy, in which the edge devices are responsible for all lower layers; while the orange line represents the strategy in which the edge devices directly upload the raw captured data. And the last one, the red line, is a random select strategy, i.e., the calculation level is randomly selected in each run. It can be seen that the proposed ECD model has a significant advantage in energy efficiency. When $\lambda_2$ is set with a large weight value, the ECD model shows an obvious orientation on the cost saving. As a result, it achieves better performance than the one with a larger $\lambda_1$. On the contrary, when $\lambda_1$ is set to 0.8, the ECD model cares more about the user privacy. Fig. 6.7 (a) gives the comparison results of data similarity. And the deep model with a larger $\lambda_1$ value, "ECD2" bar in the figure, prefers safety over the energy efficiency. Of course, the "max" bar shows a huge lead in this test, because it calculates for all the lower layers and is able to output the most abstract features. In addition, the author also presents the privacy-protection efficiency in Fig. 6.7 (b), in order to measure the "value" of unit energy consumption. It can be seen, the proposed method has the highest efficiency in improving the effect of privacy protection with one unit of energy consumption.

Another simulation is conducted to demonstrate the performance of the ECD model in balancing the computing load, as shown in Fig. 6.8. The difference between left and right sub-figures is that the edge devices and edge nodes simply send the raw data to the centralized servers for further computing in the left, while in the right one both edge devices and nodes play a part in the computing task. The $z$ axis represents the hardware usage. We can see the
servers in the left carry most of the calculation burden, which results in the steep surface in the left. On the contrary, with the ECD model, all the computing resource in the right can participate in the process of the captured data, and the load surface is flat and balanced.
Fig. 6.8 Simulation results of load balance. (a) Edge devices directly upload the raw data for further process. (b) Edge devices and edge nodes participate in the pre-process of the captured data, using the proposed ECD model.

These numerical results once again demonstrate the necessity and effectiveness of the proposed hierarchical deep model. Compared to other approaches, the proposed ECD model performs much better in energy consumption, privacy security and load balancing.
A series of approaches are proposed in the dissertation for several emerging Internet-of-Things (IoT) applications, including Internet-of-Robots, Internet-of-Vehicles, Internet-of-Energy, and Internet-of-Sensors. In this chapter, the author will give their conclusions, as well as their limitations and future works.

7.1 Intelligent Robots

In Chapter 3, a CNN-based robotic 3D scene understanding method is proposed. The most significant advantage of the method is its view-invariant ability and no requirement on RGB data, which are essential in disordered and extreme disaster scenarios. The author proposes several loss functions to perform multi-task learning process on the proposed models. And the author also works out an optimization algorithm to improve the learning speed. The simulations demonstrate that the proposed method is effective, and outperforms many state-of-art approaches in several comparison experiments.

A limitation of the proposed system is that a big size of labeled data are still necessary in the training process. Therefore, in the future work, the author will work on the automatic labeling problem to further decrease the system cost.

7.2 Intelligent Vehicles

In Chapter 4, a human-like autonomous driving system is proposed. This system mainly includes two parts, i.e. a road scene perception method and an empirical decision-making network. One obvious difference with the existing approaches is that it can imitate human drivers’ social intelligence, which can better adapt the self-driving vehicles to the real-life
road conditions. In addition, the author implements an efficient training scheme to improve the quality and speed of data collection, and alleviates the tedious and time-consuming manual labeling process. The author also finds a feasible approach to analyze the possible influence factors in the decision-making process, which can help in the testing and validating of autonomous driving systems. The experimental results prove that the proposed method is efficient, and shows meaningful analysis results in the visualizations of unit influence.

Future work includes developing a more efficient optimization method to decrease the time cost of the training process. Also, some information may be extracted from RGB data, even when it is incomplete and unstable, which can be a useful supplement to the proposed method. In addition, the author will extend this work by conducting more driving testings in order to further expand the dataset for network training.

### 7.3 Intelligent Energy

In Chapter 5, an IoT-based electrical load forecasting method is proposed. A huge advantage of the method is its two-step forecasting scheme, which significantly increases the prediction precision for daily total consumption. Another major difference is that, the author adopts deep learning methods to learn complicated patterns form all the possible influences, and achieves a state-of-the-art forecasting performance in the evaluations. In addition, the author also proposes an analysis method to find the relationship between the influences and the electrical load, and designs a heatmap generation method to show the specific impacts of each attribute on forecasting results. This analysis method is also of much guiding significance for the smart grids in other countries, especially for the ones with vast territory and varied climates. The results prove its effectiveness.

One limitation is that, in the proposed system, a huge number of data needs to be transferred on the communication network, which can bring a big challenge to the existing infrastructures. One feasible solution is to adopt edge servers near the client side for better computing balance and less communication cost, which is also included in future works.

### 7.4 Intelligent Sensing

In Chapter 6, the author proposes an edge computing based crowdsensing method, which can adopt the available computing resources in the whole network, both in the cloud and in the edge side, to ensure the load balance and reduce communication cost. The author also adopts a specially-designed deep model to transform the crowdsensing problem into a hierarchical task, which is not only an effective data processing and analysis approach, but gives users
the right to control the crowdsensing process. The experimental results well prove that it can provide better performance while considering and keeping users’ privacy.

In the future, it is necessary to test the compatibility of the proposed framework in different cloud environments, especially the calculation efficiency on various 5G base stations.
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