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Efficient Algorithms for Solving the Sum of Linear Ratios Problem with Lower Dimension

by Yongwen Hu

The Sum of Linear Ratios (SOLR) optimization problem, well know as an \( \mathcal{NP} \)-hard problem, has wide applications. A variety of problems can be formulated into the SOLR problem, and these problems are characterized by a small number of variables but a large number of ratios. In this dissertation, we are extremely interested in the SOLR problem where the native dimension is lower.

A natural approach to cope with the \( \mathcal{NP} \)-hardness is to develop an efficiently approximation algorithm that is guaranteed to obtain a better approximation to the optimal solution. The DIRECT algorithm is one of such approximation approach. We evaluate the performance of DIRECT for solving the SOLR problem with lower dimension by conducting numerical experiments. The results show that the DIRECT algorithm could find an optimal solution of the SOLR problem with an extremely high probability (99.99\%) and less computational time spent within a given tolerance.

Another approach for designing approximation algorithms is mostly fueled by convex optimization techniques. Recently, Carsson and Shi (2013) have proposed an algorithm for solving SOLR problem with lower dimension. Carsson and Shi casted the SOLR problem into its equivalent problem with linear objective and a set of linear and nonconvex quadratic constraints. By dropping the nonconvex quadratic constraints out, they proposed a liner relaxation for the SOLR problem and developed a branch-and-bound algorithm to solve the SOLR problem with lower dimension.
To circumvent the nonconvex quadratic constraints, we make a linear relaxation for the nonconvex constraints by introducing some new auxiliary variables instead of dropping them out. Therefore, this linear relaxation is generally tighter than the previous one. With the help of the new relaxation, we propose a branch and bound algorithm for solving the SOLR problem based on bisection branching rules. We also prove the convergence of the proposed algorithm. The numerical experiments are conducted and the results indicate that our method is much more efficient than the previous one. More precisely, the number of branches is heavily reduced at least to about 2% in average of the previous algorithm.

In addition, we develop a branch and bound algorithm for globally solving the SOLR problem based on new branching rules (advanced branching rules). The advanced branching rules guarantee that, if the rectangle that contains the current best solution is divided into two sub-rectangles, the current best solution will be in the both two sub-rectangles in next iteration. We also conduct numerical experiments to investigate the performance of the proposed algorithm with the new branching rules. The results indicate that the advanced branching rules can accelerate the process for finding approximation solution.

Finally, we reformulate the SOLR problem into an SDP programming, and give comparisons of several SDP relaxations.
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Chapter 1

Introduction

Optimization problems appear in many practically relevant areas of our life. Typical application areas include project scheduling and staffing, production planning, transportation, investment planning and many more. Optimal solutions in these applications have significant economical and social impact. And better engineering designs often result in lower implementation and maintenance costs, faster execution, and more robust operation under a variety of operating conditions. In this dissertation, we study a convex optimization method for solving a class of non-convex problems. A convex optimization problem, stated in Boyd and Vandenberghe [13], is one of the form

\[
\begin{align*}
\text{minimize} \quad & f_0(x) \\
\text{subject to} \quad & f_i(x) \leq b_i, \ i = 1, \ldots, m,
\end{align*}
\]  

(1.1)

where the functions \( f_0, \ldots, f_m : \mathbb{R}^n \to \mathbb{R} \) are convex, i.e., satisfy

\[
f_i(\alpha x + \beta y) \leq \alpha f_i(x) + \beta f_i(y)
\]

for all \( x, y \in \mathbb{R}^n \) and all positive \( \alpha, \beta \) such that \( \alpha + \beta = 1 \). \( x = (x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^n \) is decision variable. Clearly, if \( f_0, \ldots, f_m \) are linear, the problem (1.1) is a linear programming (LP) problem which is one of the most well-studied fields within optimization.

If at least one of \( f_0, \ldots, f_m \) is not convex, then problem (1.1) becomes non-convex optimization problem, which in general is known to be \( \mathcal{NP} \)-hard. And
such problems arise naturally in various areas in the real world. The problem of optimizing one or several ratios of functions is called a fractional programming problem which was introduced by Charnes and Cooper [19], and the general form of sum of ratios can be formed as following

\[
\begin{align*}
\text{minimize} \quad & f(x) = \sum_{i=1}^{p} \frac{h_i(x)}{g_i(x)} \\
\text{subject to} \quad & x \in X.
\end{align*}
\] (1.2)

Fractional programming is one of the most successful fields today in non-linear optimization. In the special case when \( g, h \) are both convex quadratic functions, or both d.c. functions, problem (1.2) was studied by Gotoh and Konno [61] and Jianming Shi [26], respectively. When \( g, h \) are both linear functions, problem (1.2) is called the sum of linear ratios (SOLR) problem. It is an important branch of fractional optimization and has attracted many researchers’ concern for several decades. In this dissertation, we mainly focus on the SOLR problem with lower dimension.

### 1.1 The Sum of Linear Ratios Problem

The SOLR problem has attracted the interest of many researchers since 1970s because of its various applications and significant challenges for getting an optimal solution; Many various problems arising in engineering, economics, management science, transportation problems and other disciplines can be stated as the problem of optimizing a sum of linear ratios [80]. In this dissertation, we consider the SOLR problem defined as follows

\[
\begin{align*}
\text{minimize} \quad & f(x) = \sum_{i=1}^{p} \frac{\mathbf{n}_i^\top x + a_i}{\mathbf{d}_i^\top x + b_i} \\
\text{subject to} \quad & x \in X = \{x \in \mathbb{R}^n | Ax \leq c, x \geq 0\},
\end{align*}
\] (1.3)

where \( p \geq 2, \mathbf{n}_i, \mathbf{d}_i \) are both vector in \( \mathbb{R}^n \) for \( i = 1, \ldots, p \), \( a_i, b_i \) are real numbers for \( i = 1, \ldots, p \), \( A \) is an \( m \times n \) matrix, \( c \) is a vector in \( \mathbb{R}^m \).

The SOLR problem has attracted the interest of practitioners and researchers for more than 40 years. This is because, from a practical point view, the SOLR
problem has a wide variety of applications such as multi-stage stochastic shipping problem [2], multi-objective bond portfolio optimization problem [54, 56], minimum ratio spanning tree problem [79], finance and investment [23], and a number of geometric problems etc. [20]. In addition, from an academic research point of view, the SOLR problem poses some theoretic and computational challenges. It is well know that the SOLR problem generally has multiple locally optimal solutions which are not globally optimal solution even for low dimension [70]. Furthermore, the SOLR problem is NP-hard [63]; actually the 3-partition problem in [64], an NP-hard problem, can be written in the form of problem (1.3).

Since the non-convexity of problem (1.3), traditional convex optimization methods can not be applied directly for it. Fortunately, some complexity results on fractional functions and related problems are known and several algorithms have been proposed and some typically important results have been given for solving for problem (1.3).

For example, solving the SOLR problem with $n$-variable is NP-complete, even when the sum has only two or few terms [34]. Chandrasekaran [18] reduced the Minimal Ratio Spanning Trees (MRST) as the SOLR problem and proved that problem (1.3) is NP-complete problem in the case that the denominator is allowed take on negative values on its feasible region. Schaible [70] showed in 1977 that the SOLR problem is neither quasiconcave nor quasiconvex on $X$ even the objective function is the sum of a linear term and a ratio term, and generally the problem has one or more locally optimal solutions which are not global optimal solution. In such a situation, solving problem (1.3) is quite challenging.

Quite a few algorithms have been proposed for solving it in the past decades, (see [21, 52, 57]). First, some of these algorithms were intended only for the case with $p \leq 2$ [15, 57], and many algorithms were proposed for solving the SOLR problem with only a few ratio degrees (less than 10) over a polytope (see [33, 52, 79]). An efficient simplex-type algorithm were proposed by Charnes and Cooper [19] for the case $p = 1$ in 1962. In fact, the objective function for this case is both quasi-convex and quasi-concave. When $p = 2$, the objective is no longer quasi-convex. Nevertheless, a parametric algorithm [57] can solve it in an efficient manner.
However, problem (1.3) is much more difficult when $p \geq 3$. When $p = 3$, Konno [52] has developed an effective heuristic algorithm which is an extension of the parametric simplex algorithm for $p = 2$. Some algorithms [10, 30, 33, 52, 79, 81] have been proposed for such case. Also, Benson proposed an algorithm for the problem (1.3), and a global solution for the problem (1.3) can be obtained by using the primal-relaxed dual approach. Falk and Palocsay [33] proposed an algorithm to solve problem (1.3) when $p \geq 3$. In this algorithm, each ratio in the original problem turns to be a new variable in the image space, and the optimal solution is easy to obtain in certain directions in the image space.

To minimize the problem (1.3), Wang et al. [88] used a linearization technique twice by the nature of exponential and logarithmic functions to make a linear relaxation programming for its original problem. Jiao et al. [46] found a global optimizer for problem (1.3) using a new pruning technique with linear relaxation.

Konno et al. [55] developed an algorithm that can be used to solve globally the problem obtained from (1.3) by minimizing the objective function of (1.3) in 1994. This algorithm transforms the problem into an equivalent concave minimization problem with $2p$ variables, and the globally optimal solution can be obtained by using outer approximation. Later, Benson [9] proposed a branch-and-bound algorithm for globally solving the problem (1.3) via a branch-and-bound search. Some algorithms use simplex method-like pivoting or the parametric simplex method and apply only when $X$ is polyhedral. The algorithm of Falk and Palocsay [33] searches the nonconvex program on a image space literally until the optimal solution is abstained. In fact, problem (1.3) can not be solved in a reasonable time with a large number of ratios (e.g., $p = 15$) by using such approach. In addition, Depetrini and Locatelli [30] proposed an algorithm like sampling method to get an approximation optimal solution, but it would take much CPU time for solving problem (1.3) even when $p = 3$. Most of these algorithms based on branch and band have been proposed for solving problem (1.3), see [53].

For an excellent review of the applications, theoretical results, algorithms of the SOLR problem, the reader is referred to [73]. And some specific applications of the SOLR problem, especially for lower dimension, will be described in next section.
1.2 Applications

In this section, we will give some applications for the SOLR problem. A single-ratio (e.g. [71, 72]) with numerator and denominator can be represented output and input, profit and cost, capital and risk. A multitude of applications of the SOLR problem can be envisioned in this way.

In addition, a variety of problems in application domains which includes layered manufacturing, camera resectioning, homography estimation, star cover problem, triangulation problem and others, can be appropriately formulated as the SOLR problem with lower dimension. The problems of this class are characterized by a small number of variables and a large number of ratios. The following are some specific examples with detail description.

**Camera Resectioning** A recursive Camera Resectioning algorithm is proposed for solving the problem in [51]. In the algorithm, the estimation of camera motion can be simply computed by

\[
E[X_t|Y_t] \approx \sum_{i=1}^{M} w^{(i)}_t x^{(i)}_t.
\]

Here \(M\) is the number of samples (usually \(M\) is large), \(w^{(i)}_t\) is the weight of the \(i\)-th sample, and \(x^{(i)}_t\) is the modes of the probability distribution of camera system state at time \(t\) for sample \(i\). Clearly, this problem can be formulated into problem (1.3) in \(\mathbb{R}^3\) if the probability distribution is linear ratio for each sample.

**The star cover problem** This problem was introduced by Karen Daniels at the 5th MSI workshop on Computational Geometry in 1995 (see [27]).

Let \(S\) be an \(n\)-vertex simple polygon. The star-cover problem on \(S\) is that of computing a star-shaped polygon \(S'\) such that \(S'\) contains \(S\) and the area of \(S'\) is minimized. The application can be found in material layout and manufacturing. Arkin et al. [5] reduced the star-cover problem to solving \(O(n^2)\) problems of optimizing the sum of \(O(n)\) fractional polynomials of degrees 3 trigonometric functions constrained \(O(n)\) linear inequalities in 2 dimension. Later, Chen et al. [21] converted this problem into \(O(n^2)\) number of the SOLR subproblems, where each the SOLR problem has an objective function with \(O(n)\) ratios in \(\mathbb{R}^2\).
**Triangulation** Kuno and Masaki [60] built a pinhole camera model for this problem and formulated it into minimizing the following form

\[
\sum_{i=1}^{p} \left| \frac{n_i^T x + a_i}{d_i^T x + b_i} \right|^q,
\]

where \(x\) is constrained on a compact convex region in \(\mathbb{R}^3\) and \(q = 1\) or \(2\). Obviously, we are be able to transform the *triangulation* problem into the SOLR problem by adding a large enough number for each ratio if we take the \(L^1\) norm criterion. Actually, Charnes-Cooper transformation [19] used to solve problem (1.3) can also be applied to solve this problem even the symbol of value of each ratio can be changed on its feasible region.

**Layered Manufacturing** In *layered manufacturing*, a physical prototype of a 3D object is built from a (virtual) CAD model by orienting and slicing the model with parallel planes and then manufacturing the slices one by one, each on top of the previous one. *Layered Manufacturing* is the basis of emerging technology called *Rapid Prototyping and Manufacturing*. Readers can read more details of *Layered Manufacturing* in [61]. The objective function \(G(x)\) in problem \(PR(n)\) (p. 252 in [61]) can be rewritten as the SOLR problem on an interval as follows

\[
G(x) := \sum_{i=1}^{p} \frac{d_i}{1 + c_i x},
\]

where \(x\) is a one-dimensional variable constrained to lie in a line segment. The authors claim that they are not aware of any efficient algorithm that solves problem \(PR(n)\).

Several other problems such as optimal penetration problem [22], and so forth, also share the same character mentioned above.

### 1.3 Dissertation Outline

This dissertation studies on optimizing for the SOLR problem with lower dimension. We rewrite the SOLR problem into its equivalent problem with linear objective and quadratic and linear constraints. We make a linear relaxation for the quadratic constraints instead of dropping them out. Two branch and bound
algorithms have been presented to globally solve the SOLR problem with lower dimension using linear relaxation. The difference between two proposed algorithms is the branching rules—bisection branching rules and advanced branching rules.

The rest of the dissertation is organised as follows. Chapter 2 introduces preliminaries on linear programming, Lagrangian duality and semidefinite programming and refines the proof on the $\mathcal{NP}$-hardness of the SOLR problem. Chapter 3 reviews DIRECT algorithm and evaluates the performance of DIRECT algorithm for solving the SOLR problem. Chapter 4 presents two branch and bound algorithms for globally solving the SOLR problem with lower dimension using linear relaxation. Chapter 5 reformulates the SOLR problem into an SDP problem. Some existing SDP relaxations that can be applied for solving the reformulated problem. The comparisons between these relaxations are given in this chapter. Finally, we conclude this dissertation and discuss some further research in Chapter 6.
Chapter 2

Preliminaries

Since the long standing popularity of non-convex programming for optimization, there are many theoretical work in this research area. We collect the main technical tools and basic results that will be used throughout this thesis in this chapter. Readers who are familiar with these foundations are encouraged to skip ahead to section 2.5.

2.1 Notations

In this dissertation, we use $\mathbb{R}^n$, $\mathbb{N}$ to denote $n$-dimensional Euclidean space, natural numbers, respectively. The cardinality of a finite set $S$ is denoted by $|S|$, and $\text{co}(S)$ denotes the closure of the convex hull of $S$. We let $e_i \in \mathbb{R}$ denote the $i$-th unit vector. The norm of a vector $v \in \mathbb{R}^n$ is denoted by $||v|| := \sqrt{v^\top v}$.

We always consider an $n$-dimensional vector $x = (x_i)_{i=1,...,n} \in \mathbb{R}^n$ to be a column vector, that is,

$$x = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix}.$$ 

Additionally, we also use the more convenient notation $x^\top = (x_1, \ldots, x_n)$ to denote the transpose of a column vector that is a row vector.
If $\mathbf{x}, \mathbf{y}$ are two vectors in $\mathbb{R}^n$, then the inner product of $\mathbf{x}, \mathbf{y}$ is
\[ \mathbf{x}^\top \mathbf{y} := \sum_{i=1}^{n} x_i y_i. \]

We use $\mathbf{0}, \mathbf{1}$ to denote zero vector, 1 vector with all components equal to 1, respectively, that is
\[
\begin{pmatrix}
0 \\
\vdots \\
0
\end{pmatrix}, \quad
\begin{pmatrix}
1 \\
\vdots \\
1
\end{pmatrix}.
\]

We denote $\mathbb{R}^{m \times n}$ to be the set of $m \times n$ matrices ($m$ rows, $n$ columns) with entries from $\mathbb{R}$. Also, given a matrix $\mathbf{A} \in \mathbb{R}^{m \times n}$, $A_{ij}$ is defined as the matrix composed of entry of $\mathbf{A}$ with the $i$-th row and $j$-th column. We denote by $\mathbf{A}_i$ and $\mathbf{A}^j$ the $i$-th row and $j$-th column of $\mathbf{A}$ respectively. The notation $\text{diag}(\mathbf{A})$ is defined as the vector, which is the diagonal of $\mathbf{A}$, while $\text{Diag}(v)$ denotes the diagonal matrix with diagonal $v$. The inner product of two matrices $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{n \times n}$ is defined as $\mathbf{A} \bullet \mathbf{B} := \text{trace}(\mathbf{A}^\top \mathbf{B})$. Let $\mathcal{S}^n, \mathcal{S}_+^n$ be the space of $n \times n$ symmetric matrices and $n \times n$ positive semidefinite matrices, respectively. Finally, $\mathbf{A} \succ 0, \mathbf{A} \succeq 0$ denote matrix $\mathbf{A}$ is positive definite, positive semidefinite, respectively.

## 2.2 Linear Programming

Linear programming (LP) has been one of the most fundamental and successful tools for optimization and discrete mathematics. Its applications include exact and approximation algorithms, as well as structural results and estimates.
2.2.1 Duality of Linear Programming

A typical LP has the following form

\[
\begin{align*}
(LP) \quad & \text{minimize} \quad b^\top x \\
& \text{subject to} \quad Ax \geq c, \\
& \quad x \geq 0,
\end{align*}
\]

where \(b, c\) are given vectors in \(\mathbb{R}^n, \mathbb{R}^m\), respectively. \(A\) is an \(m \times n\) matrix, and \(x \in \mathbb{R}^n\) is a decision variable. The set \(\mathcal{F}_p = \{x \in \mathbb{R}^n | Ax \geq c, x \geq 0\}\) is called a feasible region. A point \(x \in \mathcal{F}_p\) is called a feasible point, and a feasible point \(x^*\) is called an optimal solution if \(b^\top x^* \leq b^\top x\) for all feasible points \(x\). If there is a sequence \(\{x^k\}\) such that \(x^k\) is feasible and \(b^\top x^k \rightarrow -\infty\), then the LP problem is said to be unbounded.

Given a LP problem we can associate a corresponding dual problem which is given as follows

\[
\begin{align*}
(DP) \quad & \text{maximize} \quad c^\top y \\
& \text{subject to} \quad Ay + s = b, \\
& \quad y \geq 0.
\end{align*}
\]

The decision variables—called the dual variables—form a vector \(y \in \mathbb{R}^m\). We denote the feasible region of problem (2.2) by \(\mathcal{F}_d\). Linear programs are very efficiently solvable, and have a powerful duality theory showed as follows.

**Theorem 2.1** (Weak duality theorem). Let \(\mathcal{F}_p\) and \(\mathcal{F}_d\) be non-empty. Then, \(b^\top x \geq c^\top y\), where \(x \in \mathcal{F}_p, y \in \mathcal{F}_d\).

This theorem shows that a feasible solution to either problem yields a bound on the value of the other problem. We call \(b^\top x - c^\top y\) a duality gap.

**Theorem 2.2** (Strong duality theorem). Let \(\mathcal{F}_p\) and \(\mathcal{F}_d\) be non-empty. Then \(x^*\) is optimal for (2.1) iff the following conditions hold:

a) \(x^* \in \mathcal{F}_p\);  
b) there is \(y \in \mathcal{F}_d\);  
c) \(b^\top x - c^\top y = 0\).
Theorem 2.3 (LP duality). If (LP) and (DP) both have feasible solutions, then both problems have optimal solutions and the optimal objective values of the objective functions are equal.

If one of (LP) or (DP) has no feasible solution, then the other is either unbounded or has no feasible solution. If one of (LP) or (DP) is unbounded then the other has no feasible solution.

The following theorem plays an important role in analysing interior-point algorithms for solving LP. It gives a unique partition of the LP variables in terms of complementarity.

Theorem 2.4 (Strict complementarity theorem). If (LP) and (DP) both have feasible solutions then both problems have a pair of strictly complementary solutions $x^* \geq 0$ and $s^* \geq 0$ meaning

$$x^*s^* = 0 \text{ and } x^* + s^* > 0.$$ 

Moreover, the supports

$$P^* = \{j|x^*_j > 0\} \text{ and } Z^* = \{j|s^*_j > 0\}$$

are invariant for all pairs of strictly complementarity solutions.

All the important theorems’ proofs mentioned above can be found in [8].

2.2.2 Algorithms for Solving Linear Programming

Various methods are available for solving LP problems, and LP problems are solvable in polynomial time.

The classical, and still very well algorithm to solve LP is the Simplex Method [28]. This is practically quite efficient, but can be exponential on some instances. The first polynomial time algorithm to solve linear programming problem was the Ellipsoid Method introduced by Khachian [50]. However, it compared poorly to the Simplex method in real life applications.

The most efficient methods known today, both theoretically and practically, are Interior Point Methods proposed by Karmarker [48]. The method starts from
an interior point of the feasible region and then follows a “central” path given by adding a logarithmic barrier function to the objective function towards an optimal point. Newton’s method is applied to follow the central path. Finally, when a point sufficiently near an optimal extreme point is found, it can be rounded in a polynomial number of steps to an exact solution. The theoretical worst case running time is given by $O(Ln \ln(n))$, where $n$ is the dimension of the problem space and $L$ is the length of the input data, i.e., $A$, $b$, and $c$.

The basic idea for Karmarker Alogorithm is to use the steepest descent method. It is advisable to move in the direction of steepest descent if the current (approximate) interior point is near the centre of the polytope describing the feasible region, and it is possible to transform the feasible region so as to place the current point near the centre of the polytope, without changing the problem in any essential way.

However, a lot of LPs arising in machine learning and data mining are so large that they cannot be solved by off-the-shelf LP solvers because of memory limitations of computer. As the problem size grows, simplex-like algorithms require a prohibitive number of iterations and interior point methods need a large amount of time and memory to compute a single iteration.

In order to cope with these problems many researchers have investigated decomposition methods, such as Benders’ and Dantzig-Wolfe decomposition, and Lagrange relaxations (see [62, 83]). The main idea of these methods is to divide the initial problem into subproblems that are simpler and easier to solve. Researchers also exploit the structure of special LP for dealing with even larger problems, for example, by using problem sparsity. The efficiency analysis of these methods is mostly based on empirical results for specific problem instances. And recently many researchers develop several algorithms to solve large-scale linear programming.

LP solvers are so sophisticated and robust that it is almost always keep the case that a LP can be solved as long as there is sufficient computer memory. LIPSOL, standing for Linear programming Interior-Point SOLvers, is a Matlab-based software developed by Zhang [89] for solving relatively large linear problems. CPLEX [25] optimizer, named for the simplex method as implemented in the C programming language (now it also offer other interfaces such as Matlab, Java,
C++, etc.), is a well know optimizer can solve millions of variables in linear programming [31]. The algorithms used in CPLEX is either primal or dual variants of the simplex method or the barrier interior point method. Gurobi Optimizer [66], a state-of-the-art solver for mathematical programming, is also a powerful solver for large scale programming. The solver we use for solving large-scale linear programming problems in this dissertation is Gurobi.

2.3 Lagrangian Duality

Lagrangian duality is a fundamental tool in optimization, and Lagrangian techniques have been used extensively to solve vary kinds of problems. In this section, we will review some basic definitions and results on Lagrangian duality.

2.3.1 Lagrange Function

We consider the following optimization problem to define Lagrange function.

\[
\begin{align*}
\text{minimize} & \quad f_0(x) \\
\text{subject to} & \quad f_i(x) \leq 0, i \in I, \\
& \quad h_j(x) = 0, j \in J,
\end{align*}
\]  

(2.3)

where \( x \in \mathbb{R}^n \). We assume the feasible region of (2.3), \( D \), is nonempty, and denote its optimal value by \( p^* \).

The basic idea in Lagrangian duality is to take some difficult constraints in (2.3) into account by augmenting the objective function with a weighted sum of the constraint function. Next we define the Lagrange function \( L \) associated with the problem (2.3) as

\[
L(x, \lambda, \nu) = f_0(x) + \sum_{i \in I} \lambda_i f_i(x) + \sum_{j \in J} \nu_j h_j(x).
\]  

(2.4)

We refer to \( \lambda_i \) as the Lagrange multiplier associated with the \( i \)th inequality constraint \( f_i(x) \leq 0 \); similarly we refer to \( \nu_j \) as the Lagrange multiplier associated with the \( j \)th equality constraint \( h_j(x) = 0 \).
2.3.2 Lagrange Dual Function

The key idea of Lagrangian duality is the following observation:

We define the \textit{Lagrange dual function} \( g \) as the minimum value of the Lagrange function over \( x \) for \( \lambda \in \mathbb{R}^{|I|}, \nu \in \mathbb{R}^{|J|} \),

\[
g(\lambda, \nu) = \inf_{x \in D} L(x, \lambda, \nu) = \inf_{x \in D} \left( f_0(x) + \sum_{i \in I} \lambda_i f_i(x) + \sum_{j \in J} \nu_j h_j(x) \right). \tag{2.5}
\]

It is easy to verify that the dual lagrange function takes on the value \(-\infty\) when the lagrange function is unbounded below in \( x \). Since the dual function is the pointwise infimum of a family of affine functions of \((\lambda, \nu)\), it is concave, even if the problem (2.3) is not convex.

\textbf{Proposition 2.5.} For any \( \lambda \geq 0, \nu, g(\lambda, \nu) \leq p^* \).

That is to say, for any \( \nu \) and nonnegative \( \lambda \), \( g(\lambda, \nu) \) is a lower-bound of the true optimum. First, for any \( x \) in feasible region,

\[
L(x, \lambda, \nu) \leq f_0(x). \tag{2.6}
\]

Inequality (2.6) indicates that the Lagrange function can only work for legal solutions. Thus, in particular, if \( x^* \) is the optimum of problem (2.3),

\[
g(\lambda, \nu) = \inf_{x \in D} L(x, \lambda, \nu) \leq \inf_{x \in D} L(x^*, \lambda, \nu) = p^*. \tag{2.7}
\]

For illegal solutions, however, this is not true. If \( x' \) violates some constraints, then for certain settings of the Lagrange multipliers, \( L(x', \lambda, \nu) > f_0(x') \).

2.3.3 Lagrange Dual Problem

We know that the Lagrange dual function gives valid lower bounds for any \( \nu, \lambda \geq 0 \), it is natural to try to get the best lower bound. A better lower bound can be exploited the following \textit{Lagrange dual problem} associated with problem (2.3)

\[
\begin{align*}
\text{maximize} & \quad g(\lambda, \nu) \\
\text{subject to} & \quad \lambda \geq 0.
\end{align*} \tag{2.8}
\]
The Lagrange dual problem (2.8) is a convex optimization problem, since the objective to be maximized is concave and the constraints are convex.

### 2.3.4 Weak Duality and Strong Duality

Let $d^*$ be the optimal value of the Lagrange dual problem. In particular, we have the simple but important inequality

$$d^* \leq p^*, \quad (2.9)$$

which holds even if the original problem is not convex. This property is called \textit{weak duality}.

We refer to the difference $p^* - d^*$ as the \textit{optimal duality gap} of problem (2.3). If the equality

$$p^* = d^* \quad (2.10)$$

holds, i.e., the optimal duality gap is zero, then \textit{strong duality} holds, which means that the best bound obtained from the Lagrange dual function is tight. Constraint qualifications for $f_i(x_0) < 0, \ i = 1, \ldots, m$ for some $x_0 \in D$. A common usage of the Lagrangian duality is that, when Slater’s conditions are satisfied, we can transform the primal problem into the dual problem and apply optimization methods to the dual problem instead of solving the primal problem directly.

### 2.4 Semidefinite Programming

Semidefinite programming (SDP), can be solved very efficiently in practice as well as in theory, is the most exciting development in mathematical programming in the 1990’s and plays a very useful role in non-convex or combinatorial optimization. And the semidefinite relaxation (SDR) is a powerful, computationally efficient approximation technique for a host of very difficult optimization problems.

In this section, we give some results on semidefinite programming. Particularly, we give some overview of semidefinite relaxation for quadratic optimization problem. Readers are referred to Nemirovski [8] and Helmberg [41] for further background and more details.
A semidefinite programming is an optimization problem of the stand form:

\[
\begin{align*}
\text{(SDP-P)} & : \quad \text{minimize} \quad C \cdot X \\
\text{subject to} \quad A_i \cdot X &= b_i, \quad i = 1, \ldots, m, \\
X &\succeq 0,
\end{align*}
\]

where \(C, A_i \in \mathbb{S}^n\), \(X\) is an \(n \times n\) matrix.

### 2.4.1 Semidefinite Duality

A very important feature of semidefinite programming, from both the theoretical and applied viewpoints, is the associated duality theory. For each SDP program in the form (2.11), there is another associated SDP, called the dual problem which can be stated as follows

\[
\begin{align*}
\text{(SDP-D)} & : \quad \text{maximize} \quad b^\top y \\
\text{subject to} \quad \sum_{i=1}^m A_i y_i &\preceq C,
\end{align*}
\]

where \(b = (b_1, \ldots, b_m)^\top\) is given, and \(y = (y_1, \ldots, y_m)^\top\) is the dual decision variables.

As in the linear programming case, a key relationship between the primal and the dual problems is that feasible solutions of one problem can be used to bound the values of the other, which can be showed by the following proposition.

**Proposition 2.6** (SDP weak duality). Let \(X\) and \(y\) be feasible for (SDP-P) and (SDP-D), respectively. Then we have \(C \cdot X - b^\top y \geq 0\).

**Proof.** Since \(X\) and \(y\) are feasible for (SDP-P) and (SDP-D), we have

\[
C \cdot X - b^\top y \geq \left(\sum_{i=1}^m A_i y_i\right) \cdot X - b^\top y = 0.
\]

as desired. \(\square\)
2.4.2 Semidefinite Relaxation for Quadratic Optimization

Let us write the quadratic optimization as follows:

\[
\begin{align*}
\text{(QP)} & \quad \text{minimize} \quad \mathbf{x}^\top \mathbf{C} \mathbf{x} \\
\text{subject to} \quad & \mathbf{x}^\top \mathbf{A}_i \mathbf{x} \geq b_i, i = 1, \ldots, m,
\end{align*}
\]  

(2.13)

where \( \mathbf{C}, \mathbf{A}_1, \ldots, \mathbf{A}_m \in \mathcal{S}^n \), \( b_1, \ldots, b_m \in \mathbb{R} \). To make a relaxation of (2.13), it is easy to observe that

\[
\begin{align*}
\mathbf{x}^\top \mathbf{A}_i \mathbf{x} & = \text{trace}(\mathbf{x}^\top \mathbf{A}_i \mathbf{x}) = \text{trace}(\mathbf{A}_i \mathbf{x}^\top \mathbf{x}) = \mathbf{A}_i \cdot \mathbf{X}, \\
\mathbf{x}^\top \mathbf{C} \mathbf{x} & = \text{trace}(\mathbf{x}^\top \mathbf{C} \mathbf{x}) = \text{trace}(\mathbf{C} \mathbf{x}^\top \mathbf{x}) = \mathbf{C} \cdot \mathbf{X},
\end{align*}
\]

where \( \mathbf{X} = \mathbf{x}^\top \mathbf{x} \). Particularly, both the objective function and constraints in (2.13) are linear with respective to matrix \( \mathbf{X} \). Furthermore, \( \mathbf{X} = \mathbf{x}^\top \mathbf{x} \) is equivalent to \( \mathbf{X} \) being a rank one symmetric positive semidefinite matrix. We obtain the following equivalent problem of problem (2.13)

\[
\begin{align*}
\text{minimize} \quad & \mathbf{C} \cdot \mathbf{X} \\
\text{subject to} \quad & \mathbf{A}_i \cdot \mathbf{X} \geq b_i, i = 1, \ldots, m, \\
& \mathbf{X} \succeq \mathbf{0}, \text{rank}(\mathbf{X}) = 1.
\end{align*}
\]  

(2.14)

Although problem (2.14) is as difficult to solve as problem (2.13), the formulation in (2.14) allows us to identify the fundamentally difficulty in solving problem (2.13). Indeed, the constraints in problem (2.14) are all convex constraints except the constraint \( \text{rank}(\mathbf{X}) = 1 \). Thus, we can obtain a relaxed version which is given as bellow for problem (2.14) by dropping the non-convex constraint as follows

\[
\begin{align*}
\text{minimize} \quad & \mathbf{C} \cdot \mathbf{X} \\
\text{subject to} \quad & \mathbf{A}_i \cdot \mathbf{X} = b_i, i = 1, \ldots, m, \\
& \mathbf{X} \succeq \mathbf{0}.
\end{align*}
\]  

(2.15)

Indeed, problem (2.15), the standard form of semidefinite programming, can be solved conveniently and effectively by many optimization tools such as CVX [39] or Sedumi [69].
Recently, several SDP relaxations have been proposed for problem (2.13) [3, 4, 11, 12, 14, 35]. Particularly, we rewrite the following main theoretical results for different SDP relaxations for (2.13), which is reported by Bao [6].

\[ v^L = v^{Shor} = v^{DShor} \leq v^{SD} \leq v^{SC} \leq v^{SRLT} \leq f^*, \]

where

- \( v^L \): the value of a standard Lagrangian relaxation [85] of (2.13),
- \( v^{Shor} \): the value of the Shor relaxation [78],
- \( v^{DShor} \): the value of dual of the Shor relaxation [78],
- \( v^{SD} \): the value of the Shor relaxation enhanced with convex/concave envelopes for diagonal elements of the matrix variables [78],
- \( v^{SC} \): the value of the Shor relaxation [78] enhanced with convex/concave envelopes for matrix variables,
- \( v^{SRLT} \): the value of the Shor relaxation enhanced with a partial first-order RLT [76],
- \( f^* \): the optimal value of (2.13).

2.5 \( \mathcal{NP} \)-hardness of the SOLR Problem

In order to propose effective solution approaches for an optimization problem, it is essential to understand the problem’s complexity [38]. This chapter reviews the known complexity results [63, 67] for some linear multiplicative programming and proves that the SOLR problem with linear conatins can be reduced to a kind of linearly multiplicative problem which is proved to be an \( \mathcal{NP} \)-hard problem [63]. These results enhance our understanding of what makes the SOLR problem so difficult to solve.

2.5.1 Preliminaries

Let us define some classes of problems as follows:

**Definition 2.7.** Any problem for which the answer is either zero or one is called a decision problem. An algorithm for a decision problem is termed a decision algorithm.
Definition 2.8. Any problem that involves the identification of an optimal (either minimum or maximum) value of a given cost function is known as an optimization problem. An optimization algorithm is used to solve an optimization problem.

Definition 2.9. $\mathcal{P}$ is a set of all decision problems solvable by deterministic algorithms in polynomial time. $\mathcal{NP}$ is a set of all decision problems solvable by nondeterministic algorithms in polynomial time.

Clearly, if a problem is in $\mathcal{P}$, then it is also in $\mathcal{NP}$.

Definition 2.10. A problem $\mathcal{A}$ is $\mathcal{NP}$-hard if and only if satisfiability reduces to $\mathcal{A}$ (satisfiability $\preceq \mathcal{A}$). A problem $\mathcal{A}$ is $\mathcal{NP}$-complete if and only if $\mathcal{A}$ is $\mathcal{NP}$-hard and $\mathcal{A} \in \mathcal{NP}$.

Definition 2.11. Let $\mathcal{A}$ and $\mathcal{B}$ be problems. Problem $\mathcal{A}$ reduces to $\mathcal{B}$ ($\mathcal{A} \preceq \mathcal{B}$) if and only if there is a way to solve $\mathcal{A}$ by a deterministic polynomial time algorithm using a deterministic algorithm that solves $\mathcal{B}$ in polynomial time.

The reader is referred to the classic text by Garey and Johnson [49] for more details on computational complexity and the theories of $\mathcal{NP}$-hard and $\mathcal{NP}$-complete.

In order to prove the $\mathcal{NP}$-hardness of the SOLR problem, let us consider the following problem which is given in [63]:

\begin{equation}
\begin{align*}
\text{maximize} & \quad \frac{1}{x_1} + \frac{1}{x_2} \\
\text{subject to} & \quad x \in X = \{ x \in \mathbb{R}^n | Ax \leq c, x \geq 0 \} \\
\end{align*}
\end{equation}

(2.16)

where $x = (x_1, x_2, \ldots, x_n)$. Clearly, the SOLR problem is $\mathcal{NP}$-hard if (2.16) $\preceq$ the SOLR problem under the condition that (2.16) is $\mathcal{NP}$-hard. Next we will make a construction to show that (2.16) is $\mathcal{NP}$-hard.

2.5.2 Main Construction

Pardalos and Vavasis [67] showed that the following problem of minimizing a quadratic concave problem with linear constraints is $\mathcal{NP}$-hard.

\begin{equation}
\begin{align*}
\text{maximize} & \quad x_1 - x_2^2 \\
\text{subject to} & \quad x \in X = \{ x | Ax \leq c, x \geq 0 \}.
\end{align*}
\end{equation}

(2.17)
In this section, we review an excellent proof given by Matsui [63] who refined the proof described in [67]. Let us denote the value \( r x_1 + r^2 x_2 + \cdots + r^n x_n \) be \( w \), where \( x \in [0,1]^n \) and \( r > 0 \). And for \( \forall x \in [0,1]^n \),

\[
w^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} x_i x_j.
\]

Since \( \forall x \in [0,1]^n \), we can make a relaxation for \( x_i x_j \) by the following linear inequalities if we replace \( x_i x_j \) by \( y_{ij} \).

\[
Y := \begin{cases} 
0 \leq y_{ij} \leq 1, \\
y_{ij} \leq x_i, \\
y_{ij} \leq x_j, \\
y_{ij} \geq x_i + x_j - 1, \\
i \neq j.
\end{cases}
\]

For the case \( i = j \), we replace the term \( x_i x_i \) by \( y_{ii} \). Thus,

\[
y_{ii} = x_i.
\]

In addition, \( w^2 \) is approximated by the following value with the definition of \( y_{ij} \).

\[
w^2 = \sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} x_i x_j.
\]

Clearly, according to (2.18), \( y_{ij} = x_i x_j \) if either \( x_i \) or \( x_j \) is 0-1 valued. And \( y_{ii} = x_i \) if and only if \( x_i \in [0,1]^n \) is 0-1 valued for all \( i \). Therefore, for \( x_i \in [0,1] \) valued 0-1 for all \( i \), the equality \( y_{ij} = x_i x_j \) always holds. However, if \( x \in [0,1]^n \) is not valued 0-1, the equality \( y_{ij} = x_i x_j \) does not hold in general. Next we consider the gap between \( w^2 \) and \( \sum_{i=1}^{n} r^{i+j} y_{ij} \) when \( x \) is not 0-1 valued.
Let \( k = \text{arg max} \ (x_i), 0 < x_i < 1 \). Therefore, for any \( i > k, y_{ij} = x_i x_j \) for all \( j \) because \( x_i \) is 0-1 valued. Then we have

\[
\sum_{i=1}^{n} r^{i+j} y_{ij} - w^2 \\
= \sum_{i=1}^{k} \sum_{j=1}^{n} r^{i+j} y_{ij} + \sum_{i=k+1}^{n} \sum_{j=1}^{k} r^{i+j} y_{ij} \\
+ \sum_{i=1}^{n} \sum_{j=k+1}^{n} r^{i+j} y_{ij} + \sum_{i=k+1}^{n} \sum_{j=k+1}^{n} r^{i+j} y_{ij} - \sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} x_i x_j \\
= \sum_{i=1}^{k} \sum_{j=1}^{n} r^{i+j} y_{ij} + \sum_{i=k+1}^{n} \sum_{j=1}^{k} r^{i+j} x_i x_j \\
+ \sum_{i=1}^{n} \sum_{j=k+1}^{n} r^{i+j} x_i x_j + \sum_{i=k+1}^{n} \sum_{j=k+1}^{n} r^{i+j} x_i x_j - \sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} x_i x_j \\
\geq r^{2k} y_{kk} - (r^{2k}(x_k)^2 + r^{2k-1}(k^2 - 1)) \\
= r^{2k}(x_k - (x_k)^2) - r^{2k-1}(k^2 - 1) \\
> r^2(x_k - (x_k)^2) - rn^2.
\]

Since \( 0 < x_k < 1, x_k - (x_k)^2 \geq \frac{1}{4} \). Let \( \sigma \in (0, \frac{1}{2}) \), and we have

\[
\sum_{i=1}^{n} r^{i+j} y_{ij} - w^2 \geq r^2 \sigma / 2 - rn^2. \quad (2.20)
\]

**Lemma 2.12.** Let \( \mathbf{x} \in \mathbb{R}^n \), and \( \mathbf{y} \in \mathbb{R}^{n \times n} \) such that:

\[
0 \leq x_i \leq 1 \quad \text{(for all } i), \\
0 \leq y_{ij} \leq 1 \quad \text{(for all } i, j), \\
y_{ij} \leq x_i, y_{ij} \leq x_j, y_{ij} \geq x_i + x_j - 1 \quad \text{(for all } i, j \text{ such that } i \neq j), \\
y_{ii} = x_i \quad \text{(for all } i).
\]

Assume that \( r \) is a positive integer, \( \mathbf{x} \) is not 0-1 valued and \( \exists \sigma \in (0, 1/2) \) such that each element \( x_i \) is either \( x_i = 0, 1 \) or \( \sigma < x_i < 1 - \sigma \). Then the inequality

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} y_{ij} - w^2 \geq r^2 \sigma / 2 - rn^2
\]

holds.

Lemma 2.12 implies that \( \sum_{i=1}^{n} r^{i+j} y_{ij} - w^2 > 0 \) if \( r \) is sufficiently large. Thus,
\[
\sum_{i=1}^{n} r^{i+j} y_{ij} - w^2 \leq 0 \text{ if and only if } \mathbf{x} \in [0,1]^n \text{ is 0-1 valued if } r \text{ is sufficiently large, }
\]
which give us an idea to show the $\mathcal{NP}$-hardness of problem (2.17). We transform the $\mathcal{NP}$-hard problem, Set partition [49, 64], to a decision version of problem (2.17) to show $\mathcal{NP}$-hardness of (2.17).

**Set partition**

- **DATA:** A 0-1 matrix $M \in \mathbb{R}^{m \times n}$ such that $n > m$.
- **QUESTION:** Is there a 0-1 vector $\mathbf{x}$ such that $M \mathbf{x} = 1$?

Let us consider the following optimization problem:

\[
f^* = \text{minimize} \quad \sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} y_{ij} - \left( \sum_{i=1}^{n} r^i x_i \right)^2 \\
\text{subjct to } \ (2.21) \text{ and } M \mathbf{x} = 1.
\]  (2.22)

Suppose $M \mathbf{x} = 1$ has a 0-1 valued solution. Without loss of generality, let $\mathcal{I}$ is set of the index such that $x_i = 0, \forall i \in \mathcal{I}$. And $\mathcal{J}$ is the set of index that $x_j = 0, \forall j \in \mathcal{J}$. Since $y_{ij}$ is constrained to the set linear inequalities of (2.21), $y_{ij} = 0$ if and only if $x_i = 0$. Similarly, $y_{ij} = 1$ if and only if $\mathcal{I} = \emptyset$. Therefore, the optimal value of (2.22) is non-positive if the system $M \mathbf{x} = 1$ has a 0-1 valued solution.

Now we focus on the case that the system $M \mathbf{x} = 1$ dose not have a 0-1 valued solution. Let $\mathcal{F}_{P_3}$ be the feasible region of problem (2.22), and, of course, $\mathcal{F}_{P_3}$ is a bounded polytope. The number of constrains of (2.22) is equal to $n + n^2 + 4(n^2 - n) + n + m$ and so the number of constrains is less than $n^3$ when $n > 5$. Let $(\mathbf{x}', \mathbf{y}')$ be a vertex of polytope $\mathcal{F}_{P_3}$. Since the element of the constraint matrix of (2.22) is $-1, 0$ or 1, Cramer’s rule imply that each element of $(\mathbf{x}', \mathbf{y}')$ is 0-1 or contained in the interval $[1/(n^3)^3, 1 - 1/(n^3)^3]$, which can derive the following theorem if we let $\sigma' = 1/(n^3)^3$.

**Theorem 2.13.** Let $M \in \mathbb{R}^{m \times n}$ be a 0-1 matrix with $n > m$ and $n \geq 5$. Assume that $r = n^3$. The equality system $M \mathbf{x} = 1$ has a 0-1 valued solution if and only if the optimal value of problem (2.22) is non-positive. If $M \mathbf{x} = 1$ does not have a 0-1 valued solution, the optimal value of problem (2.22) is greater than $r$. 

Proof. We have mentioned that the optimal value of problem (2.22) is non-positive if \( Mx = 1 \) has a 0-1 valued solution.

Now we consider the case that \( Mx = 1 \) does not have a 0-1 valued solution. For any vertex \((x', y')\) of polytope \( F_{P_3} \), each element of \((x', y')\) is 0-1 valued or contained in the interval \([1/(n^3)^3, 1-1/(n^3)^3]\). Since \( Mx = 1 \) does not have a 0-1 valued solution, any element of \( x' \) is not 0-1 valued. According to lemma 2.12, we have

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} y'_{ij} - \left( \sum_{i=1}^{n} r^i x'_i \right)^2 \geq r^2 \sigma'/2 - rn^2 > p(n^4/(2n^3) - n^2) > r.
\]

Because \((x', y')\) is the any vertex of polytope \( F_{P_3} \), any feasible solution \((x, y)\) can be represented by a convex combination of vertices of \( F_{P_3} \). Since the objective function of (2.22) is concave, any feasible solution \((x, y)\) satisfied that

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} y_{ij} - \left( \sum_{i=1}^{n} r^i x_i \right)^2 > p,
\]

which completes the proof.

Theorem 2.23 implies that we can decide the answer to the Set partition by solving the optimization problem (2.22). The largest coefficient of (2.22) is \( r^{2n} \), and its input size is \([\log(r^{2n})] + 1 = [\log(n^4(n^4)^{2n})] + 1 = [2n^5 \log n] + 1\), which indicates that the input size of problem (2.22) is bounded by a polynomial of \( n \). Therefore, problem (2.22) is \( \mathcal{NP} \)-hard.

In addition, we can extend the results of theorem 2.23 to a general optimization.

**Corollary 2.14.** Let \( n \) be a positive integer such that \( n \geq 5 \) and \( r = n^{4} \). Assume that \( g(x_0, y_0) \) is a function satisfying the following condition:

1. \( \forall x_0 \in [0, nr^n], \forall y_0 \in [0, n^2 r^{2n}], \) if \( y_0 - x_0^2 \leq 0 \) then \( g(x_0, y_0) \leq 0 \),

2. \( \forall x_0 \in [0, nr^n], \forall y_0 \in [0, n^2 r^{2n}], \) if \( y_0 - x_0^2 > r \) then \( g(x_0, y_0) > 0 \),
Let $M \in \mathbb{R}^{m \times n}$ be a 0-1 matrix with $n > m$ and $n \geq 5$, and we define the following problem:

\[
    f^* = \text{minimize } g(x_0, y_0)
    \quad \text{subject to } (2.21) \text{ and } Mx = 1,
\]

\[
    x_0 = \sum_{i=1}^{n} r^i x_i,
\]

\[
    y_0 = \sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} y_{ij}. \tag{2.23}
\]

Then the optimal value of problem (2.23) is non-positive if and only if the equality the system $Mx = 1$ has a 0-1 valued solution.

Corollary 2.14 give us a way to construct optimization problems which can be reduced to problem (2.23). Let $n \geq 5$ and $r = n^{\frac{4}{n}}$, considering the following special function:

\[
    g_1(x_0, y_0) = (y_0 - r + 2r^{4n})^2 - 4r^{4n}x_0^2 - 4r^{8n}
    = (y_0 - r + 2r^{4n} + 2r^{2n}x_0)(y_0 - r + 2r^{4n} - 2r^{2n}x_0) - 4r^{8n}.
\]

Next we show that $g_1(x_0, y_0)$ satisfies the two conditions in Corollary 2.14.

1. If $x_0 \in [0, nr^n]$, $y_0 \in [0, n^2r^{2n}]$ and $y_0 - x_0^2 \leq 0$, then

\[
    g_1(x_0, y_0) = (y_0 - r + 2r^{4n})^2 - 4r^{4n}x_0^2 - 4r^{8n}
    \leq (y_0 - r)^2 + 2(y_0 - r)(2r^{4n}) + 4r^{8n} - 4r^{4n}y_0 - 4r^{8n}
    = (y_0 - r)^2 - 4r^{4n}(y_0 + r - y_0)
    = (y_0 - r)^2 - 4r^{4n+1}
    \leq (y_0)^2 + r^2 - 4r^{4n+1}
    \leq (x_0)^4 + r^2 - 4r^{4n+1}
    \leq n^4r^{4n} + r^2 - 4r^{4n}
    \leq 0 \quad \text{(since } p \text{ is sufficient large).}
\]
2. If \( x_0 \in [0, nr^n], y_0 \in [0, n^2 r^{2n}] \) and \( y_0 - x_0^2 > p \), then

\[
g_1(x_0, y_0) = (y_0 - r + 2r^{4n})^2 - 4r^{4n}x_0^2 - 4r^{8n} > (x_0^2 + 2r^{4n})^2 - 4r^{4n}x_0^2 - 4r^{8n} = x_0^2 \geq 0.
\]

Then it is natural to consider the optimization problems as follows

\[
f_1^* = \text{minimize } z_1 z_2 \\
\text{subject to } (2.21) \text{ and } Mx = 1;
\]

\[
\begin{align*}
x_0 &= \sum_{i=1}^{n} r^i x_i, \\
y_0 &= \sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} y_{ij}, \\
z_1 &= y_0 - r + 2r^{4n} + 2r^{2n} x_0, \\
z_2 &= y_0 - r + 2r^{4n} - 2r^{2n} x_0.
\end{align*}
\]

Clearly, the optimal value of problem (2.24) is less than or equal to \( 4r^{8n} \) if and only if \( Mx = 1 \) has a 0-1 valued solution. Thus, we can decide the answer of set partition by solving problem (2.24). In addition, the largest coefficient in problem (2.24) is \( 2r^{4n} = 2(n^4)^4n = 2n^{4n^5} \), and the threshold value is \( 4r^{8n} = 4(n^4)^{8n^5} = 4n^{8n^5} \). Thus, the input size of problem the largest coefficient and the threshold value are \( 4n^5 \log(2n) \), \( 8n^5 \log(4n) \), respectively. Of course, they are both bounded by a polynomial of \( n \). Further more, problem (2.24) is a special case of problem (2.22). Therefore, problem (2.22) can be reduced into problem (2.24), which derives the following lemma.

**Lemma 2.15.** Problem (2.24) is \( NP \)-hard.

Note that \( z_1, z_2 \), defined in problem (2.24), are both positive. Since \( r = n^4 \) is an efficiently large number when \( n \geq 5 \). Therefore

\[
z_1 = y_0 - r + 2r^{4n} + 2r^{2n} x_0 > -r + 2r^{4n} > 0;
\]

\[
z_2 = y_0 - r + 2r^{4n} - 2r^{2n} x_0 > -r + 2r^{4n} - 2r^{2n} nr^n = -r + 2r^{4n} - 2nr^{3n} > 0.
\]
Since problem (2.24) implies that $f^*_1 \leq (2r^{4n})^2$ if and only if $Mx = 1$ has a 0—1 valued solution. In addition, $z_1z_2 \leq (2r^{4n})^2$ if and only if

$$\frac{1}{z_1 + 2r^{4n}} + \frac{1}{z_2 + 2r^{4n}} \geq \frac{1}{2r^{4n}}.$$ 

Therefore, if we let $z_3 = z_1 + 2r^{4n}$ and $z_4 = z_2 + 2r^{4n}$, $1/z_3 + 1/z_4 \geq 1/2r^{4n}$. Thus, we can decide the answer to set partition by optimizing the following problem:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{z_3} + \frac{1}{z_4} \\
\text{subject to} & \quad \text{(2.21) and } Mx = 1,
\end{align*}
\]

\[
\begin{align*}
x_0 &= \sum_{i=1}^{n} r^ix_i, \\
y_0 &= \sum_{i=1}^{n} \sum_{j=1}^{n} r^{i+j} y_{ij}, \\
z_1 &= y_0 - r + 2r^{4n} + 2r^{2n}x_0, \\
z_2 &= y_0 - r + 2r^{4n} - 2r^{2n}x_0, \\
z_3 &= z_1 + 2r^{4n}, \\
z_4 &= z_2 + 2r^{4n}.
\end{align*}
\]

Similarly, the input size of the largest coefficient and its threshold value of problem (2.25) are both bounded by a polynomial of $n$, and problem (2.24) is a special case of problem (2.25), which implies that the $NP$-hard problem (2.24) can be reduced to problem (2.25). Then we have following theorem:

**Theorem 2.16.** Problem (2.16) is $NP$-hard.

### 2.5.3 An Example—Traveling Salesman Problem

In section 2.5.2, we showed that the set partition problem can be reduced. It is well known that the traveling salesman problem (TSP) is an $NP$-hard problem. Gao, Mishra and Shi [37] showed that TSP can be written in a form of the SOLR problem. In this section, we will review it to show how to reduce the TSP problem to the SOLR problem.

The TSP problem consists of a salesman and a set $l$ cities. The salesman has to visit each one of the $n$ cities once and only once, starting from a certain one and returning to the same city. What route, or tour, should be choose in order to
minimise the total distance traveled? Other notions such as time, cost, etc., can be considered as well instead of distance.

Mathematically, the TSP problem can be described as follows:

(1) Given a “cost matrix” \( D = (d_{ij}) \), where \( d_{ij} \) is the cost of going from city \( i \) to city \( j \), \((i,j,\ldots,n)\). determine \( x_{ij} \) which minimises the quantity \( Q = \sum_{i,j} d_{ij} x_{ij} \) subject to

(a) \( x_{ii} = 0 \);
(b) \( x_{ij} = 0,1 \);
(c) \( \sum_i x_{ij} = \sum_j x_{ij} \);
(d) for any subset \( S = \{i_1,i_2,\ldots,i_r\} \) of the integers from 1 to \( n \),

\[
x_{i_1i_2} + x_{i_2i_3} + \cdots + x_{i_{r-1}i_r} + x_{i ri_1} \begin{cases} < r & \text{for } r < n \\ \leq n & \text{for } r = n \end{cases}
\]

Let \( O, O^* \) be the city order index set and the optimal order from city 1 to city \( n \) is \( O^* = \{o_1^*,o_2^*,\ldots,o_n^*,o_1^*\} \), respectively. Then solving the TSP problem is equivalent to optimising the following problem:

\[
\text{minimize } \sum_{i=1}^{n} d_{o_o_{i+1}} x_{o_o{i+1}} + d_{o_o{1}} x_{o_o{1}} \\
\text{subject to } (a) \text{ to } (d).
\]

We denote that

\[
\alpha_j := \sum_{i=1}^{n} d_{o_o{i+1}} x_{o_o{i+1}} + d_{o_o{1}} x_{o_o{1}},
\]

and \( L := \min\{d_{i_1,i_2}\mid i_1,i_2,\in I\} \), \( \beta_j := \frac{L}{2m_{o_j}} \) for each order \( O^j \) with \( 1 \leq j \leq (n-1)!/2 \), where \( I \) is the city index set. Therefore, problem \((2.26)\) is equivalent to finding and order \( O^j \) such that \( \beta_j \) is maximized for \( 1 \leq j \leq (n-1)!/2 \). Denote that

\[
\rho_j := \beta_{j+1}(j + 1) - (j + 1)^2, \quad \sigma_j := (\beta_j - j)j,
\]

and

\[
g_j(y) := y + \rho_j(y - j) + \sigma((j + 1) - y) \frac{y}{y}, \quad y \in \mathbb{R}.
\]
Clearly, \( g_j(j) = \beta_j, g_j(j + 1) = \beta_{j+1} \). Furthermore, \( g_j(y) \) is convex because \( \sigma_j(j + 1) - \rho_j > 0 \), for all \( j \). Since \( \rho_j(j - j) + \sigma_j((j + 1) - j) = \sigma_j = (\beta_j - j)j \), and \( \rho_j((j + 1) - j) + \sigma_j((j + 1) - (j + 1)) = \rho_j = (j + 1)(\beta_{j+1} - (j + 1)) \), and \( \rho_{j+1} - \sigma_{j+1} < \rho_j - \sigma_j \), which implies that the function values of the numerator of the second term of \( g_j(\cdot) \) at point \( j \) and point \( j + 1 \) are the same, and the slope of the numerator is decreasing with \( j \) growing. According to these properties above, we can solve the following problem instead of problem (2.26).

\[
\begin{align*}
\text{maximize} & \quad y + \frac{t}{y} \\
\text{subject to} & \quad t \leq \rho_j(y - j) + \sigma_j((j + 1) - y), j = 1, \ldots, (n - 1)!/2, \\
& \quad 1 \leq y \leq (n - 1)!/2.
\end{align*}
\] (2.27)

Therefore, the TSP problem can be reduced to a problem (2.27) which is a special case of sum of linear ratios, which indicates that problem (2.27) is \( \mathcal{NP} \)-hard problem.
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The DIRECT Algorithm for Solving the SOLR Problem

The SOLR problem, mentioned in Chapter 1, is a non-convex and $NP$-hard problem. Furthermore, the derivative information of objective function is difficult to get and therefore only objective function values can be used. There are some methods used to solve this kind of problem, and one of them is so called the DIRECT algorithm [36, 47] which is the abbreviation of Dividing RECTangles. DIRECT does not exploit any a prior knowledge on the objective function, which is suitable for our problems. In this chapter, we apply the DIRECT algorithm for solving SOLR with lower dimension within a given tolerance.

3.1 Lipschitz Optimization

For easier understand the principle of the DIRECT algorithm, we give the following Lipschitz continuous functions.

**Definition 3.1.** Let $M \subset \mathbb{R}^n$ and $f : M \rightarrow \mathbb{R}$. The function $f$ is called Lipschitz continuous on $M$ with Lipschitz constant $\gamma$ if

$$|f(x) - f(x')| \leq \gamma \|x - x'\| \quad \forall x, x' \in M,$$

(3.1)

where $\|\cdot\|$ is any norm on $\mathbb{R}^n$. The following theorem shows that the class of Lipschitz continuous functions is very general.
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**Theorem 3.2.** Let \( M \subset \mathbb{R}^n \) be a bounded, closed set, and let \( f \) be a continuously differentiable function on an open convex set \( M_0 \supseteq M \). Then \( f \) is Lipschitz continuous on \( M \).

**Proof.** Let \( x^0 \in M \) be an arbitrary point. Then the first order Taylor-expansion of \( f \) near \( x^0 \) is

\[
f(x) = f(x^0) + g(x^r)^\top (x - x^0), \quad x \in M,
\]

where \( g \) is the gradient of \( f \), and \( x^r \) is a suitably chosen point of the interval \([x^0, x]\). Applying the Cauchy-inequality to equation (3.2), we have

\[
|f(x) - f(x^0)| = |g(x^r)^\top (x - x^0)|, \quad x \in M.
\]

Then the relationship \( \overline{\text{co}}(M) = \text{co}(M) \subseteq M \) holds [68], and therefore \( \overline{\text{co}}(M) \) is compact and the norm of the gradient \( g \) is bounded on \( \overline{\text{co}}(M) \). Then \( \max_{x \in \overline{\text{co}}(M)} g(x) \) is an appropriate Lipschitz constant, and \( f \) is Lipschitz continuous.

According to the Definition 3.1 and the Theorem 3.2, we have the following theorem which gives the Lipschitz continuity of the objective function in (1.3).

**Theorem 3.3.** The function \( f(x) \) in (1.3) is Lipschitz continuous on \( X \).

**Proof.** We show \( f(x) \) in (1.3) is continuous differentiable on open convex set \( X_0 \supseteq X \) first. Let \( r_i(x) = n_i^\top + a_i \), \( q_i(x) = d_i^\top + b_i \), \( h(x) = \frac{r_i(x)}{q_i(x)} \). Since \( q_i(x) \neq 0 \) on \( X \) for all \( i = 1, \ldots, p \), we have the following formula for each \( j \in 1, \ldots, n \)

\[
\frac{\partial h(x)}{\partial x_j} = \frac{\partial r_i(x)}{\partial x_j} q(x) - r(x) \frac{\partial q_i(x)}{\partial x_j} \frac{q(x)}{q(x)^2}
\]

Clearly, \( X \) is a bounded set, therefore \( f(x) \) in (1.3) is Lipschitz continuous on \( X \) according to the Theorem 3.3.

### 3.2 Outline of the DIRECT Algorithm

In this section, we give a brief overview of the DIRECT algorithm proposed by Jones et al. [47]. The DIRECT algorithm, created in order to solve difficult global optimization problems with bound constraints and Lipschitz-continuous objective
function, is a sampling algorithm and has been proven to be effective in a wide range of application domains. The algorithm centers around a space-partitioning scheme that divides large hyperrectangles into smaller ones. And the center of each hyperrectangle, considered as a representative of the hyperrectangle, is evaluated by objective function to compare with other ones.

The key of the algorithm are identifying potentially optimal intervals or hyperrectangles and its strategy of division. We will give a brief description as follows.

3.2.1 Dividing hyperrectangles

The DIRECT algorithm begins by scaling the domain, Ω, to an \( n \)-dimensional unit hypercube. The domain Ω is identified as the first potentially optimal hyperrectangle and DIRECT initiates its search by evaluating objective function at the center point of the original domain Ω, \( c_e = (1/2, \ldots, 1/2) \). Then it continues search process by evaluating the objective function at the sampled points \( c_e ± δe_i \) which are determined as equidistant to the center \( c_e \). Where \( δ \) is the one third of the distance to the hypercube, and \( e_i \) is the \( i^{th} \) unit vector. Then the algorithm moves to the next phase of the iteration by dividing the potentially optimal hyperrectangle. The dividing process is done by trisecting in all directions and the trisection is based on the directions with the smallest objective function value. For two-dimensional case, two dividing scheme are illustrated in Figure 3.1.

If we need to subdivide one of the hyperrectangles, we only divide them along their longest side, which ensure that we are able to get a decrease in the maximal length of the hyperrectangle.

3.2.2 Identifying Potentially Optimal Hyperrectangles

Another phase of the algorithm is identifying potentially optimal hyperrectangles which is defined below.

**Definition 3.4.** Assuming that the unit hypercube with center \( c_i \) is divided into \( m \) hyperrectangles, a hyperrectangle \( j \) is said to be potentially optimal if there
exists rate-of-change constant $\tilde{K}$ such that

$$f(c_j) - \tilde{K}\sigma_j \leq f(c_i) - \tilde{K}\sigma_j, \forall i = 1, \ldots, m, \quad (3.4)$$

$$f(c_j) - \tilde{K}\sigma_j \leq f_{\min} - \epsilon |f_{\min}|, \quad (3.5)$$

where $f_{\min}$ is the current best function value, and $\sigma_j$ is the distance from the center of hyperrectangle $j$ to its vertices in [47]. $f(c_j)$ is the function value at the center point of hyperrectangle $j$, and the positive $\epsilon$, a parameter that balances between global and local search, ensures that we have the possibility of a sufficient decrease in the potentially optimal hyperrectangle.

It is not clear from the definition (3.4) to identify potentially optimal hyperrectangles. The following lemma will show an easy way to identify potentially optimal hyperrectangles.

**Lemma 3.5.** Let $\epsilon > 0$ be a positive constant and let $f_{\min}$ be the current best function value, $I$ be the set of all indices of all intervals. Let $I_1 = \{i \in I : \sigma_i < \sigma_j\}$, $I_2 = \{i \in I : \sigma_i > \sigma_j\}$ and $I_3 = \{i \in I : \sigma_i = \sigma_j\}$. Hyperrectangle $j$ is potentially optimal if

$$f(c_j) \leq f(c_i), \forall i \in I_3, \quad (3.6)$$
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there \( \exists \tilde{K} > 0 \) such that

\[
\max_{i \in I_1} \frac{f(c_j) - f(c_i)}{\sigma_j - \sigma_i} \leq \tilde{K} \leq \min_{i \in I_2} \frac{f(c_i) - f(c_j)}{\sigma_i - \sigma_j} \tag{3.7}
\]

Proof. According to the definition (3.1) and \( I_1, I_2, I_3 \), (3.6) becomes

\[
\tilde{K} \geq \frac{f(c_j) - f(c_i)}{\sigma_j - \sigma_i}, \forall i \in I_1, \tag{3.8}
\]

\[
\tilde{K} \leq \frac{f(c_i) - f(c_j)}{\sigma_i - \sigma_j}, \forall i \in I_2, \tag{3.9}
\]

and

\[
f(c_j) \leq f(c_i), \forall i \in I_3. \tag{3.10}
\]

From (3.10), it follows that hyperrectangle \( j \) can only be potentially optimal if \( f(c_j) = \min_{i \in I_3} f(c_i) \). If \( j \) satisfies this condition, then equations (3.8) and (3.9) give

\[
\max_{i \in I_1} \frac{f(c_j) - f(c_i)}{\sigma_j - \sigma_i} \leq \tilde{K} \leq \min_{i \in I_2} \frac{f(c_i) - f(c_j)}{\sigma_i - \sigma_j} \tag{3.11}
\]

Now we go back to inequality (3.5), hyperrectangle \( j \) can only be potentially optimal if \( \exists \tilde{K} > 0 \) satisfying inequality (3.7). We want to make \( \tilde{K} \) as large as possible. Therefore the hyperrectangle with index \( j \) is potentially optimal if

\[
\varepsilon \leq \frac{f_{\min} - f(c_j)}{|f_{\min}|} + \frac{\sigma_j}{|f_{\min}|} \min_{i \in I_2} \frac{f(c_i) - f(c_j)}{\sigma_i - \sigma_j}, f_{\min} \neq 0, \tag{3.12}
\]

or

\[
f(c_j) \leq d_{\min} \frac{f(c_i) - f(c_j)}{\sigma_i - \sigma_j}, f_{\min} = 0. \tag{3.13}
\]

which completes the proof. \( \square \)

Readers are referred to some other potentially optimal identification in [36].

The phase of identifying potentially optimal hyperrectangles combines the purposes of global and local search. The potentially optimal hyperrectangle(s)
with smallest function value will be divided into sub-hyperrectangles along the longest side, which is essential for proving convergence and can also ensure that hyperrectangles shrink on every dimension. This strategy increases the attractiveness of searching optimal function value with fewer number of local optima.

We claim that the DIRECT algorithm will converge to the global optimum because the maximum size, \( \max_j \sigma_j \), is able to decrease to zero and the entire search space can be thoroughly explored if needed.

More details on the DIRECT algorithm and its modification can be found in [36, 47].

### 3.2.3 Algorithm Description

We now have the main parts of the DIRECT algorithm. Each iteration begins by identifying the set of potentially optimal hyperrectangles which are then sampled and subdivided again. The process continues until a prespecified iteration limit \( \text{numit} \) (or a prespecified number of function evaluations limit, \( \text{numfunc} \)) is reached. The formal statement of the DIRECT algorithm is described as bellow.

#### Algorithm 1 DIRECT algorithm

1. Normalize the search space to be the unit hypercube with center point \( c_1 \).
2. Evaluate \( f(c_1), f_{\min} = f(c_1), t = 0, m = 1 \).
3. while \( t \leq \text{numit} \) and \( m \leq \text{numfunc} \) do
   4. Identify the set \( S \) of potentially optimal hyperrectangles
   5. while \( S \neq \emptyset \) do
      6. Take \( j \in S \).
      7. Sample new points, evaluate \( f \) at the new points and divide the hyperrectangle.
      8. Update \( f_{\min}, m = m + \Delta m \)
      9. Set \( S = S \setminus \{j\} \)
   10. end while
   11. \( t = t + 1 \).
12. end while

The DIRECT algorithm is suitable for black-box optimization problem since it does not exploit and a priori knowledge on the objective function. The idea is to carry out simultaneous searches in all directions using all possible constant and to regard the Lipschitz constant as a weighting parameter to balance global and local search. And DIRECT performs a sampling of feasible domain on a set of points
that become dense in the limit, which guarantees strong theoretical convergence properties [47].

Usually the optimal function value is not known, therefore we are not able to get a function value within the suitable number of maximum iterations or function evaluation for a certain accuracy. Fortunately, the algorithm is effective for the typical dimension (less than 30) of a problem as cited in [47]. Next, we will give some statistic results to show the performance of DIRECT for optimizing the SOLR problem.

### 3.3 Performance of the DIRECT Algorithm for Lower Dimension

In this section, we give some results on solving some specific examples with DIRECT. As we mentioned above, DIRECT can be converged to a global optimum after a large number of iteration. However, it will cost much computational time. In the case that we only need to get an approximate solution, the early iteration of DIRECT can provide a rapid rate of improvement as it showed in Figure 3.2. Figure 3.2 is on a typical example of the function evaluations VS. the best value found by DIRECT for solving the SOLR problem in [21]. As the figure shows, DIRECT provide a rapid rate of improvement at early iterations, while the later iterations do not improve the solution very much.

Example 1 (see [21])

\[
\begin{align*}
\minimize & \quad \frac{-x_1 + 2x_2 + 2}{3x_1 - 4x_2 + 5} + \frac{4x_1 - 3x_2 + 4}{-2x_1 + x_2 + 3} \\
\text{subject to} & \quad x_1 + x_2 \leq 1.5, \\
& \quad x_1 \leq x_2, \\
& \quad 0 \leq x_1 \leq 1, 0 \leq x_2 \leq 1.
\end{align*}
\]

For Example 1, we also test the cost of function evaluations for improving the tolerance of the optimal value showed in Table 3.1.

In Table 3.1, \(f_{\text{min}}\) is the result found by DIRECT with given tolerance, and \(f(x^*)\) is the optimal solution of example 1. As it showed in Figure 3.2 and Table 3.1, the DIRECT can get a high approximation solution (e.g. tolerance \(\epsilon = 10^{-5}\))
in a reasonable CPU time. In Section 3.4, we will give more results on DIRECT for solving SOLR.

### 3.4 Numerical Results

Now we give some more results and a statistic results on DIRECT for solving SOLR with lower dimension. The algorithm is coded in MATLAB® and implemented on an iMac with a Core i5 and 8GB of RAM. The results are summarized in Table 3.2 for a tolerance $\varepsilon = 10^{-4}$.

**Figure 3.2:** Results of DIRECT for Example 1.

| $|f_{\text{min}} - f(x^*)|$ | $f$ eval. | CPU time (s) |
|--------------------------|-----------|--------------|
| 0.1                      | 13        | 0.1617       |
| 0.01                     | 63        | 0.3073       |
| $10^{-3}$                | 133       | 0.3991       |
| $10^{-4}$                | 245       | 0.4404       |
| $10^{-5}$                | 15963     | 5.2781       |

**Table 3.1:** Convergence of DIRECT for example 1 with different tolerances.
Example 2 (see [87])

\[
\begin{align*}
\text{minimize} & \quad \frac{2x_1+x_2}{x_1} + \frac{2}{x_2} \\
\text{subject to} & \quad 2x_1 + x_2 \leq 6, \\
& \quad 3x_1 + x_2 \leq 8, \\
& \quad x_1 - x_2 \leq 1, \\
& \quad x_1 \geq 1, \\
& \quad 1 \leq x_2 \leq 6.
\end{align*}
\]

Example 3 (see [59])

\[
\begin{align*}
\text{minimize} & \quad \left(-\frac{3x_1+5x_2+3x_3+50}{3x_1+4x_2+5x_3+50}\right) + \left(-\frac{3x_1+4x_2+50}{4x_1+3x_2+2x_3+50}\right) + \left(-\frac{4x_1+2x_2+4x_3+50}{5x_1+4x_2+3x_3+50}\right) \\
\text{subject to} & \quad 6x_1 + 3x_2 + 3x_3 \leq 10, \\
& \quad 10x_1 + 3x_2 + 8x_3 \leq 10, \\
& \quad x_1, x_2, x_3 \geq 0.
\end{align*}
\]

The dimension of the 3 examples are less than 4, and the DIRECT algorithm is to be effective. Jones et al. [47] terminate DIRECT when it has finished a given number of iterations. And they also report numerical results of DIRECT for different test problems in [47].

For the case the global minimum of the test problem is known, we can terminate DIRECT for a given tolerance mentioned in [47]. However, as mentioned above, most of the global minimal function value is unknown in real applications. Therefore, the termination criteria by Jones cannot be used. Instead, we use a more realistic termination criteria with given, fixed function budgets showed in Table 3.3. For a test problem, we let a large number of function evaluations (e.g. the number of function evaluations is $10^7$) as a termination criteria. We can pick another objective function value at some function evaluations such that the difference between the larger objective function value and the smaller one is within a

<table>
<thead>
<tr>
<th>Problem</th>
<th>optimal value</th>
<th>CPU time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1.62326168</td>
<td>0.3456</td>
</tr>
<tr>
<td>P2</td>
<td>-6.4994</td>
<td>0.3498</td>
</tr>
<tr>
<td>P3</td>
<td>-3.0021</td>
<td>0.7763</td>
</tr>
</tbody>
</table>

Table 3.2: Results on 3 examples with tolerance $\varepsilon = 10^{-4}$. 
given tolerance $\varepsilon$. We did experiments for 1000 instances for different dimensions and the statistic results is showed as follows.

<table>
<thead>
<tr>
<th>N</th>
<th>f - eval.</th>
<th>Rate(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8100</td>
<td>99.99</td>
</tr>
<tr>
<td>3</td>
<td>15400</td>
<td>99.99</td>
</tr>
<tr>
<td>4</td>
<td>45800</td>
<td>99.99</td>
</tr>
</tbody>
</table>

Table 3.3: Numerical results with a budget of different function evaluations for low dimensions.

Tabel 3.3 shows the statistic results for DIRECT with fixed function evaluations budget. We accept a point as a solution if its tolerance $\varepsilon$ is lower than $10^{-4}$. In the column labeled “Rate”, we report how often DIRECT was able to find a solution within the given budget of function evaluations. We also did a numerical experiment for solving a more general SOLR problem using DIRECT, and the data of the test problems are set as follows: $n_{ij}, d_{ij}$ are i.i.d. generated in the ranges of $-5 \leq n_{ij} \leq 5, -5 \leq d_{ij} \leq 5$, for $i = 1, \cdots, p$ and $j = 1, 2, 3, 4$. The $a_i$ and $b_i$ are fixed to 50, 90, respectively. The constraints and $x \in [0,5]$ used in numerical experiments for dimention 2, 3, 4 are

$$A_2 = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad c_2 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}; \quad A_3 = \begin{pmatrix} 6 & 3 & 3 \\ 10 & 3 & 8 \end{pmatrix}, \quad c_3 = \begin{pmatrix} 10 \\ 10 \end{pmatrix};$$

$$A_4 = \begin{pmatrix} 2 & 2 & 5 & 3 \\ 1 & 6 & 3 & 4 \\ 5 & 9 & 2 & 8 \\ 9 & 3 & 7 & 1 \end{pmatrix}, \quad c_4 = \begin{pmatrix} 10 \\ 10 \\ 10 \\ 10 \end{pmatrix}.$$

The results are shown in Table 3.4. We also did the experiment for solving SOLR with only one ratio for 5 dimensions with DIRECT algorithm, and it will take much more time (more than 2 hours) to get a solution within tolerance $\varepsilon = 10^{-4}$.

## 3.5 Conclusions

For an algorithm to be truly global, some effort must be allocated to the global search which ensures that the global optima will not be overlooked in feasible region. On the other hand, some effort must be on local search for efficiency, and
local search ensures that the current best solution will be achieved in a local area. Generally, most of algorithms strike a balance between local and global search using one or two approaches. One is to start with a large emphasis on global search and then shift to the emphasis on local search to get optimal solution (see eg. [29, 58]). The other is to combine a local optimization techniques with some other technique that give a global aspect to the search (see eg. [40, 75]).

The DIRECT algorithm balances global and local search, and it does a little of both on each iteration. In every iteration, it selects rectangles that contain the potentially optimal and evaluate functional value on each sampling points to update the current best solution. Furthermore, the DIRECT algorithm carries out simultaneous searches with all possible Lipschitzian constant. The DIRECT algorithm does not require derivatives, therefore, it is suitable to some “difficult” problems.

We applied DIRECT to solve SOLR for different dimensions. We got the number of function evaluations for different dimensions with given tolerance $\varepsilon = 10^{-4}$. And the results show that we have a high probability (99.99%) to get a “good” solution in an efficient CPU time, which will help us to design some algorithm using the “good” starting point.

<table>
<thead>
<tr>
<th>dim.</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.3</td>
<td>2.7</td>
<td>3.2</td>
<td>3.4</td>
<td>3.8</td>
<td>4.0</td>
<td>4.4</td>
<td>4.8</td>
<td>5.5</td>
<td>8.4</td>
<td>12.3</td>
<td>15.5</td>
</tr>
<tr>
<td>3</td>
<td>4.0</td>
<td>5.5</td>
<td>5.1</td>
<td>6.5</td>
<td>7.2</td>
<td>7.7</td>
<td>8.3</td>
<td>9.3</td>
<td>10.5</td>
<td>16.5</td>
<td>23.4</td>
<td>29.7</td>
</tr>
<tr>
<td>4</td>
<td>23.6</td>
<td>25.5</td>
<td>27.3</td>
<td>29.5</td>
<td>30.1</td>
<td>32.5</td>
<td>34.1</td>
<td>35.8</td>
<td>39.2</td>
<td>57.6</td>
<td>79.1</td>
<td>96.6</td>
</tr>
</tbody>
</table>

Table 3.4: The average CPU time (seconds) of DIRECT algorithm for dimension 2, 3, 4, with $p = 10$ through 400, and the budget of function evaluations are 8100, 15400, 45800, respectively.
Chapter 4

A linear Relaxation Algorithm for Solving the SOLR Problem

4.1 Introduction

In this chapter, we focus on a revision of the linear relaxation algorithm [16] with lower dimension and we also develop an new branch and bound algorithm for solving the SOLR problem with lower dimension based on new branch rule. The new branch and bound algorithm based on bisection branching rules has been published in [43, 45], and the branch and bound algorithm [44] based on a sophisticated branching rules mentioned in section 4.4 is to be submitted for publication.

Carlsson and Shi [16] casted the SOLR problem into an equivalent problem with linear objective and a set of linear and nonconvex quadratic constraints. By dropping out the nonconvex quadratic constraints, they proposed a linear relaxation for the SOLR problem and designed a branch-and-bound algorithm to solve the SOLR problem with lower dimension. In addition, Kuno and Masaki [60] also focused on the problem with lower dimension and proposed an algorithm for solving a kind of the SOLR problem with different branching rules.

To circumvent the nonconvex quadratic constraints in [16], we do not drop the nonconvex constraints out but make a linear relaxation for them with some extra variables. Therefore, this linear relaxation is generally tighter than the previous one. In addition, we implemented numerical results to evaluate performance of
the proposed algorithm, and the results show that CPU times and the number of iterations, branches are sharply decreased when we use the proposed algorithm compared the original algorithm. These features push us to develop a new branch rule for solving the SOLR problem.

### 4.2 Equivalent Transformation and Linear Relaxation

#### 4.2.1 Equivalent Transformation

We rewrite the SOLR problem as follows

\[(P_0) \begin{array}{ll}
\text{minimize} & f(x) = \sum_{i=1}^{p} \frac{n_i^\top x + a_i}{d_i^\top x + b_i} \\
\text{subject to} & x \in X = \{x \in \mathbb{R}^n \mid Ax \leq c, x \geq 0\},
\end{array}\]

where \(p \geq 2\), \(n_i, d_i\) are vectors in \(\mathbb{R}^n\) and \(a_i, b_i\) are real numbers for all \(i = 1, \ldots, p\). \(A\) is an \(m \times n\) matrix, \(c\) is a vector in \(\mathbb{R}^m\). We assume that \(d_i^\top x + b_i \neq 0\) on \(X\) for all \(i = 1, 2, \ldots, p\). Without loss of generality, we suppose that \(d_i^\top x + b_i > 0\) in this chapter based on the following proposition

**Proposition 4.1.** Assume \((d_i^\top x^1 + b_i) \neq 0, \forall x \in X, for \forall x^1, x^2 \in X, we have \((d_i^\top x^1 + b_i) (d_i^\top x^2 + b_i) > 0\).**

**Proof.** Without loss of generality, we suppose that \(\exists x^1, x^2 \in X\) such that \((d_i^\top x^1 + b_i) > 0\) and \((d_i^\top x^2 + b_i) < 0\). Then there \(\exists \sigma : x^\sigma = x^1 + \sigma(x^2 - x^1) \in X\) such that \((d_i^\top x^\sigma + b_i) = 0\), where \(\sigma \in (0, 1)\). It contradicts the assumption of \((d_i^\top x^1 + b_i) \neq 0, \forall x \in X\). So the conclusion is valid. \(\square\)

Because the set \(X\) is nonempty and bounded, we can construct a rectangle \(B = [l, u]\) which contains the feasible region \(X\). We denote that \(l = (l_1, l_2, \ldots, l_n)^\top\), \(u = (u_1, u_2, \ldots, u_n)^\top\), where \(l_j, u_j\) are the optimal values of the linear programming
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problem (4.1) and (4.2), respectively.

\[
\begin{align*}
  l_j & := \text{minimize } x_j \\
  & \quad \text{subject to } x \in X. \tag{4.1}
  \\
  u_j & := \text{maximize } x_j \\
  & \quad \text{subject to } x \in X. \tag{4.2}
\end{align*}
\]

Consider problem of \((P_0)\) with box \(B = [l, u]\) as follows

\[
\begin{align*}
(P_1) & \quad \text{minimize} \sum_{i=1}^{p} n_i^T x + a_i \\
  & \quad \text{subject to} \begin{align*}
  & A x \leq c, \\
  & l \leq x \leq u,
\end{align*}
\end{align*}
\]

where \(0 \leq l \leq u\). Because \(X \subseteq B\) from (4.1) and (4.2), problem \((P_0)\) is equivalent to problem \((P_1)\). Let us apply the Charnes-Cooper transformation [19] to (4.3), by introducing \(2p\) variables:

\[
y^i := z_i x, \quad z_i := \frac{1}{d_i^T x + b_i}, \quad i = 1, 2, \ldots, p.
\]

It is easy to see that \(A x \leq c\) if any only if \(A y - cz \leq 0\) and that \(x \in [l, u]\) if and only if \(-y +lz \leq 0\) and \(y - uz \leq 0\) in the sense that \(y = x/(d^T x + b), z = 1/(d^T x + b)\).

Denote that \(\alpha_i := \min \{d_i^T x + b_i \mid x \in X\}\) and \(\beta_i := \max \{d_i^T x + b_i \mid x \in X\}\). Then we have

\[
(P_2) \quad \begin{align*}
  & \text{minimize} \sum_{i=1}^{p} (n_i^T y^i + a_i z_i) \\
  & \quad \text{subject to} \begin{align*}
  & d_i^T y^i + b_i z_i = 1, \\
  & A y^i - c z_i \leq 0, \\
  & \frac{1}{\beta_i} \leq z_i \leq \frac{1}{\alpha_i}, \\
  & y^i z_j = y^j z_i, \\
  & z_i l \leq y^i \leq z_i u.
\end{align*}
\end{align*}
\]
We will see that problem \((P_2)\) is equivalent to problem \((P_1)\) from the following theorem.

**Theorem 4.2.** Problem \((P_2)\) is equivalent to problem \((P_1)\).

**Proof.** The following proof is similar to Theorem 1 in [16]. For self-contained we give a proof below.

Let \(x^\ast\) be an optimal solution to problem \((P_1)\). Define that \((y^i)^\ast := x^\ast / (d_i^\top x^\ast + b_i)\), \(z_i^\ast := 1 / (d_i^\top x^\ast + b_i)\) then we see that \(((y^i)^\ast, z_i^\ast)\) are feasible for problem \((P_2)\).

Suppose there is a feasible solution \(((y^i)', z_i')\) such that\
\[
\sum_{i=1}^{p} (n_i^\top (y^i)' + a_i z_i') < \sum_{i=1}^{p} (n_i^\top (y^i)^\ast + a_i z_i^\ast).
\]

(4.5)

Thus, we see that with \(x' = (y^i)' / z_i'\),\
\[
\sum_{i=1}^{p} (n_i^\top (y^i)' + a_i z_i') = \sum_{i=1}^{p} n_i^\top x' + a_i, \quad \sum_{i=1}^{p} (n_i^\top (y^i)^\ast + a_i z_i^\ast) = \sum_{i=1}^{p} n_i^\top x^\ast + a_i,
\]

and \(x'\) is also a feasible solution to \((P_1)\). Therefore, the inequality (4.5) contradicts the optimality of \(x^\ast\) for \(P_1\). And similar to vice versa. 

\[\square\]

### 4.2.2 Linear Relaxation

From Theorem 4.2, in order to globally solve (4.3), we may solve (4.4) instead because all \((P_0), (P_1)\) and \((P_2)\) are equivalent. However, the constraints \(y^i z_j = y^j z_i\) for \(i, j = 1, 2, \ldots, p\) in (4.4) are quadratic and nonconvex. Therefore, this problem can be solved in the category of nonconvex quadratic programming, which is general, of course, \(NP\)-hard.
It is trivial that we can make a relaxation for problem \((P_2)\) by discarding \(y^i z_j = y^j z_i\) for all \(i, j = 1, 2, \ldots, p\) as follows:

\[
Q_0(l, u) = \begin{array}{l}
\text{minimize} \quad \sum_{i=1}^{p} (n_i^\top y^i + a_i z_i) \\
\text{subject to} \quad d_i^\top y^i + b_i z_i = 1, \\
\quad Ay^i - cz_i \leq 0, \\
\quad \frac{1}{\beta_i} \leq z_i \leq \frac{1}{\alpha_i}, \\
\quad z_i l \leq y^i \leq z_i u.
\end{array} \tag{4.6}
\]

Let \((y^i, z_i), i = 1, 2, \ldots, p\) be the optimal solution of problem \(Q_0\), then the following claim holds

**Proposition 4.3.** Let \((y^i, z_i), i = 1, 2, \ldots, p\) be the optimal solution of problem \(Q_0\), and

\[
\frac{y^i}{z_i} = \frac{y^j}{z_j}, \forall i, j = 1, 2, \ldots, p.
\tag{4.7}
\]

Then \(x^* = \frac{y^i}{z_i}, i = 1, 2, \ldots, p\) is an optimal solution of problem \(4.3\).

**Proof.** If (4.7) holds, which implies that \(y^i z_j = y^j z_i, \forall i, j = 1, 2, \ldots, p\). Therefore, \((y^i, z_i), i = 1, 2, \ldots, p\) satisfies all constraints in (4.4). Then \(x^* = \frac{y^i}{z_i}, i = 1, 2, \ldots, p\) is an optimal solution of problem \(4.3\) followed by Theorem 4.2. \(\square\)

The problem (4.6) is a linear programming problem. In their paper [16], Carlsson and Shi fundamentally exploited this linear form (4.6) to obtain the lower bounds of (4.4) and design a branch and bound algorithm for solving the SOLR problem.

In this study, we devise a linear relaxation of \(y^i z_j = y^j z_i\) with \(-y^i + l z_i \leq 0\) and \(y_i - u z_i \leq 0\). Note that \(1/\beta_i \leq z_i \leq 1/\alpha_i\) and \(z_i > 0\) for all \(i\). Thus we see that for each \(i\)

\[
l/\beta_i \leq y^i \leq u/\alpha_i \quad \text{for all } i = 1, \ldots, p.
\]

We consider two sets \(B_{\text{curv}}\) and \(B_{\text{tria}}\) that are defined below.

\[
B_{\text{curv}} := \{(t_{ij}, y^i, z_j) \mid t_{ij} = y^i z_j, 1/\beta_j \leq z_j \leq 1/\alpha_j, l/\beta_i \leq y^i \leq u/\alpha_i\}
\]
and

\[
B_{\text{tria}} := \left\{ (t_{ij}, y^i, z_j) \left| \begin{array}{l}
 t_{ij} \leq \frac{1}{\alpha_j} y^i + \frac{l}{\beta_i} z_j - \frac{l}{\alpha_j \beta_i}, \\
 t_{ij} \leq \frac{1}{\beta_j} y^i + \frac{u}{\alpha_i} z_j - \frac{u}{\alpha_i \beta_j}, \\
 t_{ij} \geq \frac{1}{\alpha_j} y^i + \frac{u}{\alpha_i} z_j - \frac{u}{\alpha_i \beta_j}, \\
 t_{ij} \geq \frac{1}{\beta_j} y^i + \frac{l}{\beta_i} z_j - \frac{l}{\beta_i \beta_j}, \\
 1/\beta_j \leq z_j \leq 1/\alpha_j, \\
 l/\beta_i \leq y^i \leq u/\alpha_i.
\end{array} \right. \right\}
\]

It is easy to see that

**Lemma 4.4.** The relation \( B_{\text{curv}} \subseteq B_{\text{tria}} \) holds.

**Proof.** We first prove the case that \( t_{ij} \leq \frac{1}{\alpha_j} y^i + \frac{l}{\beta_i} z_j - \frac{l}{\alpha_j \beta_i} \). For \( \forall (t_{ij}, y^i, z_j) \in B_{\text{curv}}, \forall i, j = 1, 2, \ldots, p \).

\[
\begin{align*}
\frac{1}{\alpha_j} y^i + \frac{l}{\beta_i} z_j - \frac{l}{\alpha_j \beta_i} - t_{ij} &= \frac{1}{\alpha_j} y^i + \frac{l}{\beta_i} z_j - \frac{l}{\alpha_j \beta_i} - y^i z_j \\
&= \left( \frac{1}{\alpha_j} - z_j \right) \left( y^i - \frac{l}{\beta_i} \right).
\end{align*}
\]

Since \( z_j \leq 1/\alpha_j \) and \( y^i \geq l/\beta_i \), we have \( \frac{1}{\alpha_j} y^i + \frac{l}{\beta_i} z_j - \frac{l}{\alpha_j \beta_i} - t_{ij} \geq 0 \). Using a similar way, we can easily prove that the other cases in the lemma hold. \( \square \)
Lemma 1 indicates that the following problem $Q_1(l, u)$ can be exploited to find a lower bound for problem $Q_0(l, u)$ with a box $[l, u]$:

$$
Q_1(l, u) \begin{cases}
\text{minimize} & \sum_{i=1}^{p} (n_i^\top y^i + a_i z_i) \\
\text{subject to} & d_i^\top y^i + b_i z_i = 1, \\
& A y^i - c_i z_i \leq 0, \\
& \frac{1}{\beta_i} \leq z_i \leq \frac{1}{\alpha_i}, \\
& -y^i + t z_i \leq 0, y^i - u z_i \leq 0, \\
& t_{ij} \leq \frac{1}{\alpha_j} y^i + \frac{l}{\beta_j} z_j - \frac{l}{\alpha_j \beta_j}, \\
& t_{ij} \leq \frac{\beta_j y^i}{\alpha_j} + \frac{u}{\alpha_i} z_j - \frac{u}{\alpha_i \alpha_j}, \\
& t_{ij} \geq \frac{1}{\beta_j} y^i + \frac{l}{\alpha_i} z_j - \frac{l}{\beta_i \beta_j}, \\
& t_{ij} = t_{ji}.
\end{cases}
$$

Next we will develop a branch and bound algorithm to find an optimal solution to (4.3) by solving a series of the linear programming problem (4.8).

### 4.3 A Branch and Bound Algorithm Based on Bisection Branching Rules

#### 4.3.1 Branch and Bound Algorithm Review

It is well know that Branch and Bound (B&B) algorithms have been applied successfully on various $NP$-hard problems, such as Traveling Salesman Problems [17, 65], Schedule Problems [7], Mixed Integer Programming Problems [1]. It is an intelligent search heuristic for finding a global optimum to problems of the form $\min_{x \in X} f(x)$. Basic B&B searches feasible region $X$ by iteratively subdividing the feasible region and recursively searching each piece for an optimal feasible region. Also, B&B algorithms are able to solve large instance for optimality, especially for lower dimension, because it can eliminate regions which provably do not contain an optimal solution. Readers are refereed to [24] for details of B&B.
The following phenomenon frequently occurs in various optimization problems: a problem can be easily solved if we make some relaxation (e.g., remove some constraints that are hard to solve) for the original problem, see examples in [74]. Different relaxation techniques [32] are used to solve in numerous NP hard problems.

A B&B algorithm for a minimization problem hence consists of the follow 3 main components:

**Bounds** Upper bound is the value of the best solution obtained currently, and lower bound of a subproblem should be smaller than or equal to the optimum function value got so far. If a lower bound exceeds the valued of the current unbound for some subproblems, the corresponded subproblems will be discarded.

**Search strategy** The search strategy prescribes how the B&B algorithm should proceed through the search tree. The two most common methods are Depth First Search, which solves the most recently generated subproblem first, and Best First Search, which solves the most promising subproblem first. The search strategy selected in this section is the Best First Search.

**Branching rule** At each node of a B&B search tree, the branching rule prescribes how the current problem should be divided into new subproblems. The branch rule in this section is bisection rules described below.

Suppose \( B^k = \{x \in \mathbb{R}^n : x_i \leq x_i \leq \bar{x}_i, i = 1, 2, \ldots, n\} \) is a rectangle that contains an optimal solution in the process. Then \( B^k \) is divided into two subrectangles \( B^{2k}, B^{2k+1} \) according to the following rules R1-R3:

\[ R1. \text{ Let } i_0 \in \arg \max \{\bar{x}_i - \underline{x}_i | i = 1, 2, \ldots, n\}. \]

\[ R2. \text{ Let } \gamma_{i_0} = \frac{1}{2}(\underline{x}_{i_0} + \bar{x}_{i_0}). \]

\[ R3. \text{ Let } B^{2k} = \{x \in \mathbb{R}^n | \underline{x}_i \leq x_i \leq \bar{x}_i, i \neq i_0, \underline{x}_{i_0} \leq x_{i_0} \leq \gamma_{i_0}\}, \]

\[ B^{2k+1} = \{x \in \mathbb{R}^n | \underline{x}_i \leq x_i \leq \bar{x}_i, i \neq i_0, \gamma_{i_0} \leq x_{i_0} \leq \bar{x}_{i_0}\}. \]

### 4.3.2 Algorithm Description

In our algorithm, the branching process is executed in the space of \( \mathbb{R}^n \). Starting from \( B^1 = \{[l^1, u^1] = [l, u]\} \) that is generated by solving problem (4.1) and (4.2),
we solve $Q_1(l^k, u^k)$ for $k = 1, 2, \ldots$. The rectangle $B^k$ will be discarded at the $k$-th iteration if the optimal value of $Q_1(l^k, u^k)$ is greater than the current best value at the solution $x^k = y^{i_0}/z_{i_0}, i_0 \in \text{arg min}\{f(x^k), i_k = 1, 2, \ldots, p\}$. Now the algorithm is ready to be described in detail as follows:

**Algorithm 2** Branch and bound algorithm for the SOLR problem based on bisection rule

1: Initial settings: Set $k = 1$. Let $\mathcal{B}^k = \{[l^k, u^k]\} = \{[l, u]\}$ be the initial rectangle. $L = -\infty, U = \infty$.
2: Solve $Q_1(V, u^j)$ with $B^j \in \mathcal{B}^k$. If $Q_1(V, u^j)$ is feasible then obtain the optimal value $L^k$ and $x^k = y^{i_k}/z_{i_k}$, and $U^k = \min\{f(x^k), i_k = 1, \ldots, p\}$. $L^k = L^k, U = U^k$. If $Q_1(l^k, u^k)$ is infeasible then terminate.
3: Set a tolerance $\varepsilon \geq 0$.
4: while $U - L^k > \varepsilon$ do
5: Discard rectangles $B^j \in \mathcal{B}^k$ such that the value of $Q_1(V, u^j) > U^k$.
6: Select $B^{j_0} \in \mathcal{B}^k$ with $L^{j_0} = L^k$.
7: Divide $B^{j_0}$ into two subrectangles $B^{2k}, B^{2k+1}$ according branching rules $R1-R3$, and update $\mathcal{B}^k = (\mathcal{B}^k \setminus \{B^{j_0}\}) \cup \{B^{2k}\} \cup \{B^{2k+1}\}$
8: Solve $Q_1(V, u^j)$ for $j = k, 2k + 1$. If $Q_1(V, u^j)$ is not feasible, then discard $B^j$. Otherwise, obtain $L^k, U^k, L^{2k+1}, U^{2k+1}$ and keep the corresponding incumbent best solution $x^{j_k} = y^{i_k}/z_{j_k}$.
9: Update $L^k = \min\{L^k, L^{2k+1}\}$ if $L^k < \min\{L^k, L^{2k+1}\}$, $U = \min\{U^k, U^{2k+1}\}$ if $U > \min\{U^k, U^{2k+1}\}$ and update the incumbent best solution.
10: Set $k = k + 1$
11: end while
12: Return $U$ as an $\varepsilon$-minimum of $(P_0)$ with a minimizer $x^{j_k} = y^{i_k}/z_{j_k} \in [l, u]$.

### 4.3.3 Algorithm’s Convergent Proof

Let $\delta([l^k, u^k]) := \max\{u^k - l^k | i = 1, 2, \ldots, n\}$, which denotes the size (or diameter) of box $[l^k, u^k]$. Hereafter, we also use $\delta$ to denote the size of a box. The convergence of Algorithm 1 can be shown by the following Lemma 4.5 and Theorem 4.6.

**Lemma 4.5.** Suppose that $(y^i, z_i)$ for $i = 1, \ldots, p$ are obtained from solving (4.8) and $x = y^{i_0}/z_{i_0}$ for any given $i_0 \in \{1, \ldots, p\}$. Then

$$
\sum_{i=1}^{p} (n_i^\top y^i + a_i z_i) - \sum_{i=1}^{p} \frac{n_i^\top x + a_{i_0}}{d_{i_0}^\top x + b_{i_0}} \to 0 \text{ as } \delta([l^k, u^k]) \to 0.
$$

(4.9)
Proof. This proof is almost as the same as Theorem 1 in [16]. For self-contained we give a proof below.

Without loss of generality, we suppose that \( i_0 = 1 \). Let \( x^i = y^i / z_i \). Since \( y^i, z_i \) are feasible solutions of (4.8), it follows that \( x^i \) for \( i = 1, \ldots, p \) are feasible for (4.3). We see that for each \( i \),

\[
(n_i^T y^i + a_i z_i) = \frac{n_i^T x^i + a_i}{d_i^T x^i + b_i}.
\]

Let \( x_\delta = x - x^i \), then \( ||x_\delta|| \leq \delta([l^k, u^k]) \). Denote that

\[
\tau_i := \max \{ |n_i^T x^i + a_i| \mid x^i \in X \}
\]

\[
\zeta := \max \{ ||d_i|| \mid i = 1, \ldots, p \}
\]

\[
\mu := \max \{ ||n_i|| \mid i = 1, \ldots, p \}
\]

Suppose \( x^i = y^i / z_i \) for all \( i = 1, 2, \ldots, p \) and \( x \) are points in \([l^k, u^k]\).

\[
\sum_{i=1}^{p} |(n_i^T y^i + a_i z_i) - \sum_{i=1}^{p} \frac{n_i^T x + a_i}{d_i^T x + b_i}| 
\]

\[
= \sum_{i=1}^{p} |n_i^T x^i + a_i - \sum_{i=1}^{p} \frac{n_i^T x + a_i}{d_i^T x + b_i}| 
\]

\[
= \sum_{i=1}^{p} |n_i^T x^i + a_i - \sum_{i=1}^{p} \frac{n_i^T x + a_i + n_i^T x_\delta}{d_i^T x^i + b_i + d_i^T x_\delta}| 
\]

\[
\leq \sum_{i=1}^{p} |n_i^T x^i + a_i - \sum_{i=1}^{p} \frac{n_i^T x^i + a_i}{d_i^T x^i + b_i + d_i^T x_\delta}| + \sum_{i=1}^{p} \frac{n_i^T x_\delta}{d_i^T x^i + b_i + d_i^T x_\delta}| 
\]

\[
\leq \sum_{i=1}^{p} \left| \frac{n_i^T x^i + a_i}{\alpha_i^2} \right| \frac{d_i^T x_\delta}{\alpha_i} + \sum_{i=1}^{p} \left| \frac{n_i^T x_\delta}{\alpha_i} \right| 
\]

\[
\leq \delta \sum_{i=1}^{p} \left( \frac{\tau_i \zeta}{\alpha_i^2} + \frac{\mu}{\alpha_i} \right). 
\]

Therefore, the assertion holds as \( \delta \to 0 \). \( \square \)

**Theorem 4.6.** For a given tolerance \( \varepsilon \), a global \( \varepsilon \)-minimizer of problem \((P_0)\) can be found within finitely many iterations.
Proof. A sufficient condition for a global optimization to be convergent to the global minimum, for instance, stated in Horst and Tuy [42], is that the bounding operation must be consistent and the selection operation must be bound improving. A bounding operation is called consistent if at every step any unfathomed partition can be further refined, and if any infinitely decreasing sequence of successively refined partition elements satisfies:

$$\lim_{k \to +\infty} (U - L^k) = 0,$$  (4.10)

where $U$ and $L^k$ are the computed upper bound and the current best lower bound at iteration $k$, respectively.

Since the subdivision process is bisection, the process is exhaustive. Clearly, Lemma 4.5 keeps (4.10) holding, which implies that the employed bounding operation in our algorithm is consistent.

A selection operation is called bound improving if at least one partition element where the actual lower bound is attained will be selected for further partition after a finite number of refinements. Clearly, the partition element at step 6 in Algorithm 1 where the current lower bound is attained will be selected for further partition at the next iteration in our algorithm. Therefore, the employed selection operation improves the bound. We complete the proof of the convergence.

4.3.4 Numerical Experiments

In this section, we give a numerical example to compare the efficiency between the revision and its previous algorithm. We also report the results of the numerical experiments which were conducted using randomly generated data sets to verify the performance of the revised algorithm. The algorithm is coded in MATLAB® and implemented on an iMac with a quad-core Core(i5) and 8GB of RAM in Muroran Institute of Technology.

We use the following Example 1 to see the empirical evidence that the new algorithm works efficiently well.
Example 4.1 ([21], p.78)

\[
\begin{align*}
\text{minimize} & \quad -x_1 + 2x_2 + 2 \frac{3x_1 - 4x_2 + 5}{-2x_1 + x_2 + 3} \quad + 4x_1 - 3x_2 + 4 \\
\text{subject to} & \quad x_1 + x_2 \leq 1.5, \\
& \quad x_1 \leq x_2, \\
& \quad 0 \leq x_1 \leq 1, 0 \leq x_2 \leq 1.
\end{align*}
\]

Example 4.1 was solved by Algorithm SOLiRat in [16] and its revision Algorithm 2 that is proposed in this study, respectively. That is, Example 4.1 was solved based on two different linear relaxations \(Q_0\) in (2.5) and \(Q_1\) in (2.6) with \(\varepsilon = 0.05\). The minimum of Example 4.1 is 1.62318. In Figure 1, the horizontal and vertical axises are the number of iterations in the process and the lower & upper bounds the algorithms obtained at the iteration, respectively. The blue line depicts the lower and the red is for upper bounds which were calculated by the revised algorithm. We see that the gaps between the red and blue lines become very small after about only 5 iterations in this example. The gaps, in contrast, between the sky-blue and black lines keep a relative wider range even after 60 iterations. Figure 1 indicates that

- The new linear relaxation \(Q_1\) is likely to be more efficient than \(Q_0\).

To investigate the difference in the ability to produce a tighter lower bound between \(Q_0\) and \(Q_1\), we solve problem \((P_0)\) with a variety of size (diameter) \(\delta\) of the box constraints \(l \leq x \leq u\). The problem used in this numerical experiment is with \(p = 5, n = 3\). Figure 2 indicates that

- The new linear relaxation \(Q_1\) makes a better lower bound for any size \(\delta\) of the box constraints.

- For both \(Q_0\) and \(Q_1\), the larger the size of the box constraints is, the worse the lower bounds become.

- The larger the size of box constraints is, the larger the difference in the lower bounds obtained from \(Q_0\) and \(Q_1\) is.

- For the sam size of box constraints, the larger number of ratios, the larger the difference in the lower bounds obtained from \(Q_0\) and \(Q_1\) is.
We also conducted the numerical experiments to evaluate the general behavior of the revised algorithm with lower dimension problems.

The datasets of the test problems used in this study are set as follows: The dimension of variables is 3 and the tolerance $\varepsilon = 0.05$. The coefficients $n_{i}, d_{i}$ are i.i.d. generated in the ranges of $-5 \leq n_{ij}, d_{ij} \leq 5$, for $i = 1, \ldots, p$ and $j = 1, 2, 3$. The constants $a_{i}$ ($i = 1, \ldots, p$) are randomly chosen from $[0, 60]$ and $b_{i}$ ($i = 1, 2, \ldots, p$) are fixed to 60.

Problem $(P_0)$ with a variety of $p$ from 5 to 80 was solved. For a fixed $p$, a set of 15 instances of the problem was solved by model $Q_1$ and model $Q_0$ using bisection branching rules, respectively.

The recorded CPU times in second, the number of iterations and the number of branches in the execution are displayed in Table 4.1, Table 4.2 and Table 4.3, respectively. The columns titled AVERG. provide the information about the average value of CPU time, the number of iterations and the number of branches out of the 10 runs in the execution, respectively.

As their names indicate, the rows $Q_{1b}$ delivers the results that obtained from model $Q_1$ using bisection branching rules, while rows $Q_{0b}$ for the results obtained
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Figure 4.2: Average lowbound of two models with different size of box $p = 5$, $n = 3$.

Figure 4.3: Average lowbound of two models with different size of box $p = 30$, $n = 3$.

from model $Q_0$ using bisection branching rules. Table 4.1, Table 4.2, Table 4.3 indicates the following observations.

- The number of branches is heavily reduced at least about to only 2% of the previous algorithm. A smaller number of branches in a branch-and-bound algorithm usually results in less time-consuming in implementation. In this study, the proposed algorithm consists of two parts: bounding based on a
Figure 4.4: Average low bound of two models with different size of box $p = 60, n = 3$.

Figure 4.5: Average low bound of two models with different size of box $p = 80, n = 3$.

LP relaxation and branching. The LP can be solved in polynomial time, so the reduction of the number of branches is fundamentally important to design an algorithm.

- The proposed LP relaxation is very efficient for solving problem $(P_0)$ with various $p$ from 5 to 80. The proposed algorithm achieves superiority over
Table 4.1: Numerical results on CPU times for solving problem \((P_0)\) with \(Q_1\) and \(Q_0\) with various \(p\) and \(n = 3\).

Because that \(Q_1\) is a linear programming with a number of \((p^2n + pn + p)\) variables, \(Q_1\) has a large number of variables when \(p\) is large. We see that such a large number has two sides:

1) Theoretically, the size of \((p^2n + pn + p)\) is a polynomial of the size of input data, and LP can be solved by a polynomial time of the size of input data, therefore we strongly expect that the proposed algorithm keeps its good efficiency even for a larger scale problem if we use a sophisticated software to solve the involved LP problems.

2) In reality, in our numerical experiments solving the problems with \(p > 80\) the implementation reached the maximum memory of our computer. To take full advantage of this LP relaxation developed in this study the software
products that can solve large scale linear programming efficiently are highly recommended to use.

### 4.4 A Branch and Bound Algorithm Based on Advanced Branching Rules

The bisection branching rules, mentioned in section 4.3.1, is the standard bisection via the longest edge. It recursively divides the hyperrectangle containing a current best solution into sub-hyperrectangles, and discards the rectangles that the optimal solution can not be included. In this section, we propose a branch and bound algorithm to solve problem (4.8) based on sophisticated branching rules.
<table>
<thead>
<tr>
<th>Model</th>
<th># p</th>
<th># Branches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MIN.</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$Q_{0b}$</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>$Q_{0b}$</td>
<td>10</td>
<td>23</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>$Q_{0b}$</td>
<td>20</td>
<td>106</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>30</td>
<td>5</td>
</tr>
<tr>
<td>$Q_{0b}$</td>
<td>30</td>
<td>282</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>40</td>
<td>7</td>
</tr>
<tr>
<td>$Q_{0b}$</td>
<td>40</td>
<td>513</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>50</td>
<td>5</td>
</tr>
<tr>
<td>$Q_{0b}$</td>
<td>50</td>
<td>1277</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>60</td>
<td>2</td>
</tr>
<tr>
<td>$Q_{0b}$</td>
<td>60</td>
<td>2745</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>70</td>
<td>5</td>
</tr>
<tr>
<td>$Q_{0b}$</td>
<td>70</td>
<td>3886.4</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>80</td>
<td>7</td>
</tr>
<tr>
<td>$Q_{0b}$</td>
<td>80</td>
<td>4794</td>
</tr>
</tbody>
</table>

Table 4.3: Numerical results on branches for solving problem $(P_0)$ with $Q_1$ and $Q_0$ with various $p$ and $n = 3$.

4.4.1 Feature of Best Solution in Native Dimension

It is well known that the feasible region for a set of linear inequalities is a polytope, and the optimal solution to LP problem constrained by a polytope is attained at some vertex(s) of the polytope. We consider the following 3 polytopes for problem (4.3), (4.6) and (4.8), $\forall i, j = 1, 2, \ldots, p$

\[ M_i = \left\{ x \left| \begin{array}{l} A x \leq c, \\
                         t^k \leq x \leq u^k. \end{array} \right. \right\} \] (4.11)

\[ M_{Q_0} = \left\{ ( y^i, z_i ) \left| \begin{array}{l} d_i^T y^i + b_i z_i = 1, \\
                         A y^i - c z_i \leq 0, \\
                         \frac{1}{\beta_i} \leq z_i \leq \frac{1}{\alpha_i}, \\
                         z_i t^k \leq y^i \leq z_i u^k, \end{array} \right. \right\} \] (4.12)
Chapter 4. A Linear Relaxation Algorithm for Solving the SOLR Problem

\[ M_{Q_1} = \begin{cases} (t_{ij}, y^i, z_i) \end{cases} \]

\[ \begin{align*}
    d_i^T y^i + b_i z_i &= 1, \\
    Ay^i - cz_i &\leq 0, \\
    \frac{1}{\beta_i} &\leq z_i \leq \frac{1}{\alpha_i}, \\
    -y^i + l^k z_i &\leq 0, y^i - u^k z_i \leq 0, \\
    t_{ij} &\leq \frac{1}{\alpha_j} y^i + \frac{l^k}{\beta_i} z_j - \frac{l^k}{\alpha_i \beta_i}, \\
    t_{ij} &\leq \frac{1}{\beta_j} y^i + \frac{u^k}{\alpha_i} z_j - \frac{u^k}{\alpha_i \beta_i}, \\
    t_{ij} &\geq \frac{1}{\alpha_j} y^i + \frac{l^k}{\beta_i} z_j - \frac{l^k}{\alpha_i \beta_i}, \\
    t_{ij} &\geq \frac{1}{\beta_j} y^i + \frac{u^k}{\alpha_i} z_j - \frac{u^k}{\alpha_i \beta_i}, \\
    t_{ij} &= t_{ji}. 
\end{align*} \tag{4.13} \]

Let \( \text{vert}_{M_1}, \text{vert}_{M_{Q_0}}, \) and \( \text{vert}_{M_{Q_1}} \) denote the vertex set of \( M_1, M_{Q_0}, \) and \( M_{Q_1} \), respectively. Then we have

**Proposition 4.7.** \( \exists \mathbf{x}' \in \text{vert}_{M_1} \) such that \((y^i)^i, (z')^i) \in \text{vert}_{M_{Q_0}}, \) where \((y^i)^i := (z')^i = \mathbf{x}'\), \((z')^i := 1/(d_i^T \mathbf{x}' + b_i), i \in \{1, 2, \ldots, p\} \).

**Proof.** Without loss of generality, let \( \mathbf{x}' \in \text{vert}_{M_1} \) such that \( A \mathbf{x}' = \mathbf{c} \) and \( \alpha_i = \min \{ d_i^T \mathbf{x}' + b_i \mid \mathbf{x}' \in M_1 \} \). Then \( A(y^i)^i - c(z')^i = \frac{1}{\alpha_i} (A \mathbf{x}' - \mathbf{c}) = 0, (z')^i = \frac{1}{\alpha_i}, \) and \((z')^i t^k \leq (y^i)^i \leq (z')^i u^k \) if \( t^k \leq \mathbf{x}' \leq u^k \). Similarly, we can prove the equalities in (4.12) are strictly held if \( \beta_i = \min \{ d_i^T \mathbf{x}' + b_i \mid \mathbf{x}' \in M_1 \} \). Therefore, \(((y^i)^i, (z')^i) \in \text{vert}_{M_{Q_0}}, \) which completes the proof. \hfill \Box

**Proposition 4.8.** \( \exists ((y^i)^i, (z')^i) \in \text{vert}_{M_{Q_0}} \) such that \(((t_{ij})^i, (y^i)^i, (z')^i) \in \text{vert}_{M_{Q_1}}, i \in \{1, 2, \ldots, p\} \).

**Proof.** Let \(((y^i)^i, (z')^i) \in \text{vert}_{M_{Q_0}} \) such that

\[ (z')^i = \frac{1}{\alpha_i} = \frac{1}{\min \{ d_i^T \mathbf{x}' + b_i \mid \mathbf{x}' \in M_1 \}, i = 1, 2, \ldots, p. \tag{4.14} \]

Then we will see that

\[ t_{ij} \leq \frac{1}{\alpha_j} (y^i)^i + \frac{l^k}{\beta_i} (z')^i - \frac{l^k}{\alpha_i \beta_i} = \frac{1}{\alpha_j} (y^i)^i. \tag{4.15} \]

\[ t_{ij} \geq \frac{1}{\alpha_j} (y^i)^i + \frac{u^k}{\alpha_i} (z')^i - \frac{u^k}{\alpha_i \beta_i} = \frac{1}{\alpha_j} (y^i)^i. \tag{4.16} \]
(4.15) and (4.16) imply that $t_{ij} = \frac{1}{\alpha_j} (y')^i$. Similarly, if we let

$$\frac{z'}{\beta_i} = \frac{1}{\max \{d_i^\top x' + b_i \mid x' \in M_1\}}, i = 1, 2, \ldots, p. \tag{4.17}$$

Then

$$t_{ij} \leq \frac{1}{\beta_j} (y')^i + \frac{u^k}{\alpha_j} (z')^i - \frac{u^k}{\alpha_i \beta_j} = \frac{1}{\beta_j} (y')^i. \tag{4.18}$$

$$t_{ij} \geq \frac{1}{\beta_j} (y')^i + \frac{l^k}{\beta_i} (z')^i - \frac{l^k}{\beta_i \beta_j} = \frac{1}{\beta_j} (y')^i. \tag{4.19}$$

Therefore, $t_{ij} = \frac{1}{\beta_j} (y')^i$ according to (4.18) and (4.19). Thus, if we take $(z')^i$ satisfied (4.14) or (4.17), $((t_{ij})', (y')^i, (z')^i) \in \text{vert}_{M_1}$, which is the desired proof. \qed

From the proof mentioned above, it is easy to see that

**Proposition 4.9.** $\exists x' \in \text{vert}_{M_1}$ such that $((t_{ij})', (y')^i, (z')^i) \in \text{vert}_{M_1}$, where $(y')^i := (z')^i x', (z')^i := \frac{1}{d_i^\top x' + b_i}, i \in \{1, 2, \ldots, p\}$.

Proposition 4.9 implies that if the optimal solution of problem $Q_1$ with box $[l^k, u^k]$, denoted by $((t_{ij}), (y')^i, (z')^i), i, j = 1, \ldots, p$, such that

$$(z')^{i*} = \min \left\{ \frac{1}{d_i^\top x' + b_i} \right\},$$

or

$$(z')^{i*} = \max \left\{ \frac{1}{d_i^\top x' + b_i} \right\}.$$  

then the optimal solution of problem (4.3) is on the vertex of $M_1$, where $i_* = \arg \min \{f(\frac{(y')^i}{(z')^i}) \mid i = 1, \ldots, p\}$.

Furthermore, the number of iterations and branches showed in table 4.2, and table 4.3 are decreased sharply, which implies that we are able to improve the lower-bound quickly if we solve problem (4.8) recursively with branch and bound method. These features, together the proposition 4.9, give us an idea to develop another branch strategy.
4.4.2 Advanced Branching Rules

To globally solve problem (4.3), we can solve problem (4.8) instead by using branch and bound method. Instead of bisection branching rules, mentioned in section 4.3.1, we develop a more sophisticated branching strategies.

Let \((t_{ij}^k, y_i^k, z_i^k)\) be the optimal solution of problem \(Q_1\) at iteration \(k\) with box \(B_k = [l_k, u_k]\). Denote \(x_{ij}^k = y_i^k / z_i^k\) and \(k^* = \arg\min \{f(x_{ij}^k) | i = 1, 2, \ldots, p\}\). It is clear that \(x_{ij}^k\) is the optimal solution of problem (4.3) if \(x_1^k = x_2^k = \cdots = x_p^k\) for all \(i = 1, 2, \ldots, p\). However, usually the relation \(x_1^k = x_2^k = \cdots = x_p^k\) does not hold. Therefore, we need to push it into next iteration.

Let

\[
\varpi_j = \min \{u_{ij}^k - x_{ij}^k, x_{ij}^k - l_{ij}^k\}, j = 1, 2, \ldots, n. \tag{4.20}
\]

and

\[
j_0 = \arg\min \{ \varpi_j | j = 1, 2, \ldots, n. \} \tag{4.21}
\]

Then the rectangle \(B_k = [l^k, u^k]\) with the interior point \(x_{ij}^{k^*}\) are to be divided into two sub-rectangles \(B_{2k}, B_{2k+1}\) by the following rules:

**Ra** Get \(\varpi, j = 1, 2, \ldots, p\) by the rule of (4.20)

**Rb** Select \(j_0\) by the rule of (4.21).

**Rc** Define \(B_{2k} = \{x \in \mathbb{R}^n | l_{ij}^k \leq x_j \leq u_{ij}^k, j \neq j_0, x_{j_0}^{k^*} \leq x_{j_0} \leq u_{j_0}^k\}\),

\(B_{2k+1} = \{x \in \mathbb{R}^n | l_{ij}^k \leq x_j \leq u_{ij}^k, j \neq j_0, l_{j_0}^k \leq x_{j_0} \leq x_{j_0}^{k^*}\}\).

The difference between bisection branching rules and advanced branching rules are showed by Figure 4.6 and Figure 4.7.

According to the branch strategy, clearly, we have

**Remark:** \(x_{j_0}^{k^*} = l_{j_0}^{k+1}\) or \(u_{j_0}^{k+1}\).

In addition, if we divide further for rectangle \(B_{2k}, B_{2k+1}\), the following relation holds

\[
l^k \leq l^{k+1} \leq x_{(k+1)^*}^{k+1} \leq u^{k+1} \leq u^k, k = 1, 2, \ldots \tag{4.22}
\]
These relations mentioned above imply that

**Lemma 4.10.** \( \exists \bar{l}, \bar{u} \in [l, u] \) such that \( \bar{l} \leq \bar{u} \), \( \lim_{k \to \infty} l^k = \bar{l} \) and \( \lim_{k \to \infty} u^k = \bar{u} \). Furthermore, the sequence \( \{x^k\} \) has accumulation points, and each of which lies on a corner of the limit rectangle \([\bar{l}, \bar{u}]\).
Proof. For each element of \(l^k, u^k\), denoted by \(l^k_j, u^k_j\), both sequence \(\{l^k_j\}\) and \(\{u^k_j\}\) are monotonic, bounded followed by (4.22). Hence, \(\{l^k_j\}\) and \(\{u^k_j\}\) have limits denoted by \(\tilde{l}_j\) and \(\tilde{u}_j\), respectively. Of course, \(\tilde{l}_j \leq \tilde{u}_j\).

Since \(x^{k^*}\) is generated in the compact set \([l, u]\), there exists at least one accumulation points. Without loss of generality, let \(\hat{x}^{k^*}\) be an arbitrary accumulation point and \(\{x^{k^*}\}\) be a subsequence converging to \(\hat{x}^{k^*}\). Since the set \(\{1, 2, \ldots, n\}\) is finite, there \(\exists t \in \{1, 2, \ldots, n\}\) such that for \(t = j^{k^*}\) when \(s \to \infty\). Note that \(x^{k^*}_t = \{l^{k+1}_t, u^{k+1}_t\}\), therefore we have \(\lim_{s \to \infty} x^{k^*}_t = \hat{x}^{k^*}_t = \{\tilde{l}_j, \tilde{u}_j\}\). Since \(x^{k^*}_t\) are satisfied (4.20) and (4.21), we have

\[
\min \left\{ u^{k^*}_t - x^{k^*}_t, x^{k^*}_t - l^{k^*}_t \right\} \geq \min \left\{ u^{k^*}_j - x^{k^*}_j, x^{k^*}_j - l^{k^*}_j \right\}, j = 1, \ldots, n. \tag{4.23}
\]

Since \(\min \left\{ u^{k^*}_t - x^{k^*}_t, x^{k^*}_t - l^{k^*}_t \right\} = 0\), then \(\min \left\{ u^{k^*}_j - x^{k^*}_j, x^{k^*}_j - l^{k^*}_j \right\} = 0, j = 1, \ldots, n\), which implies that \(\{\hat{x}^{k^*}\}\) lies on a corner of rectangle \([l, u]\).

**Lemma 4.11.** Let \(\hat{x}^{k^*}\) be an arbitrary accumulation point of \(\{x^{k^*}\}\), and \(\{x^{k^*}\}\) be a subsequence converging to \(\hat{x}^{k^*}\). Then we have

\[
\lim_{s \to \infty} x^{k^*}_t = \hat{x}^{k^*}, x_i = \frac{y_i}{z_i}, i = 1, 2, \ldots, p. \tag{4.24}
\]

Proof. From lemma 4.10, we know that \(\exists j\) such that \(\hat{x}^{k^*}_j = \{\tilde{l}_j, \tilde{u}_j\}, for j = 1, 2, \ldots, n\). Clearly, \(l^{k^*}_j \leq x^{k^*}_{ij}\) for \(i = 1, 2, \ldots, p\), which implies that \(x^{k^*}_{ij} \to l^{k^*}_j\) if \(\hat{x}^{k^*}_j = \tilde{l}_j\). In the similar way, we can prove \(x^{k^*}_{ij} \to u^{k^*}_j\) if \(\hat{x}^{k^*}_j = \tilde{u}_j\). Therefore (4.24) holds.

Lemma 4.11 indicates that if we can find an arbitrary accumulation point, denoted by \(\hat{x}^{k^*}\), then \(\hat{x}^{k^*}\) is also an optimal solution of problem (4.3). Furthermore, lemma 4.10 and lemma 4.11 keep the advanced branch rules convergent.

### 4.4.3 Advanced Algorithm Description

As it described in section 4.3.2, we starting from \(B^1 = \{[l^1, u^1] = [l, u]\}\) that is generated by solving problem (4.1) and (4.2), we solve \(Q_1(l^k, u^k)\) for \(k = 1, 2, \ldots\). At each iteration \(k = 1, 2, \ldots\), we will get an optimal value of \(Q_1(l^k, u^k)\) at \((l^{jk}, y^k, z^k), i, j = 1, 2, \ldots, p\). And let \(x^{k^*} = y^{k^*}/z^{k^*}, k^* \in \arg\min\{f(x^{i_k}), i_k =\)
1, 2, ..., p}. Then the rectangle $B^k$ that the smallest value of $Q_1(l^k, u^k)$ take will be divided into two rectangles $B^{2k}, B^{2k+1}$ by the advanced branching rules. And rectangle $B^k$ will be discarded at the $k$-th iteration if the optimal value of $Q_1(l^k, u^k)$ is greater than the current best vale. Now the algorithm is ready to be described in detail as follows:

**Algorithm 3** Advanced Branch and bound algorithm for SOLR based on bisection rule

1: Initial settings: Set $k = 1$. Let $B^k = \{[l^k, u^k]\} = \{[l, u]\}$ be the initial rectangle. $L = -\infty, U = \infty$.
2: Solve $Q_1(l^j, u^j)$ with $B^j \in B^k$. If $Q_1(l^j, u^j)$ is feasible then obtain the optimal value $L^k$ and $x^k_j = y^k_j/z^k_j$, and $U^k = \min\{f(x^k_j), j = 1, \ldots, p\}$.\[L^k = L^k, U = U^k].$ If $Q_1(l^k, u^k)$ is infeasible then terminate.
3: Set a tolerance $\varepsilon \geq 0$.
4: **while** $U - L^k > \varepsilon$ **do**
5: Discard rectangles $B^j \in B^k$ such that the value of $Q_1(l^j, u^j) > U^k$
6: Select $B^{2k} \in B^k \text{with } L^{2k} = L^k$.
7: Divide $B^{2k}$ into two subrectangles $B^{2k}, B^{2k+1}$ according to the advanced branching rules $Ra-Rc$, and update $B^k = (B^k \setminus \{B^{2k}\}) \cup \{B^{2k+1}\}$
8: Solve $Q_1(l^j, u^j)$ for $j = k, 2k + 1$. If $Q_1(l^j, u^j)$ is not feasible, then discard $B^j$. Otherwise, obtain $L^k, U^k$, $L^{2k+1}, U^{2k+1}$ and keep the corresponding incumbent best solution $x^k_j = y^k_j/z^k_j$.
9: Update $L^k = \min\{L^k, L^{2k+1}\}$ if $L^k < \min\{L^k, L^{2k+1}\}, U = \min\{U^k, U^{2k+1}\}$ if $U > \min\{U^k, U^{2k+1}\}$ and update the incumbent best solution.
10: Set $k = k + 1$
11: **end while**
12: Return $U$ as an $\varepsilon$-minimum of $(P_0)$ with a minimizer $x^k_j = y^k_j/z^k_j \in [l, u]$.

It is easy to see that the Algorithm 3 are the same as the Algorithm 2 except the branch rules, and the branch rules used in Algorithm 3 are proven to be convergent. Therefore, for a given $\varepsilon > 0$, Algorithm 3 can terminate in finitely many iterations; If the algorithm can not terminate for a given $\varepsilon = 0$, any accumulation point of the sequence $\{x^k\}|k = 1, 2, \ldots\}$ is an optimal solution followed by the proposition 4.3 and lemma 4.11.

### 4.4.4 Numerical Experiments

In this section, in order to compare the performance of the two different branch strategies used in branch and bound for solving the SOLR problem with lower
dimension, we implemented some numerical experiments using randomly generated data sets. The algorithm is coded in MATLAB® and implemented on an iMac with a quad-core Core(i5) and 8GB of RAM in Muroran Institute of Technology.

The datasets of the test problems used in this study are set as follows: The dimension of variables is 3 and the tolerance $\varepsilon = 0.05$. The coefficients $n_i, d_i$ are i.i.d. generated in the ranges of $-5 \leq n_{ij}, d_{ij} \leq 5$, for $i = 1, \ldots, p$ and $j = 1, 2, 3$. The constants $a_i$ ($i = 1, \ldots, p$) are randomly chosen from $[0, 60]$ and $b_i$ ($i = 1, 2, \ldots, p$) are fixed to 60.

Problem ($P_0$) was solved for various $p = 5, 10, 20, 30, 40, 50, 60, 70, 80$. For a fixed $p$, a set of 15 instances of the problem was solved with model $Q_1$ using bisection rules and advanced rules, respectively. The column titled MIN., AVERG., MAX. provide the information on the minimal The recorded minimal CPU times in second, average CPU times in second, maximal CPU times in second are provided in Tabel 4.4 of the column titled “MIN.”, “AVERG.” and “MAX.”, respectively. And the related information on the number of iterations and the number of branches in the exception are showed Table 4.5 and Table 4.6, respectively. The rows $Q_{1b}$ delivers the results that obtained by solving model $Q_1$ with bisection rules, while the rows $Q_{1a}$ delivers the results that obtained by solving model $Q_1$ with advanced rules.

Tabel 4.4, Table 4.5 and Table 4.6 indicate that

- The average number of branches is decreased about 4% of bisection branching rules when $p \geq 40$. Usually, small number of branches will result in less computational time.

- The average CPU time solved by branch and bound method using advanced branch rules is less than it solved by bisection branching rules when $p \geq 30$. And the decreased CPU time will be larger with $p$ growing. That is because the average number of branches becomes smaller when $p \geq 30$ and the computational time for solving model $Q_1$ will be more with the $p$ growing. Furthermore, the minimal CPU time, iterations and branches for advanced branch rules will be no more than those from bisection rules, which implies that the advanced branching rules will result in less number of branches for
those problem that can be solved in a few number of branches when we use
bisection branching rules (e.g. the number of branches is less than 5).

- For a smaller $p$ (e.g. $p \leq 5$), the average CPU time and number of branches is
larger for advanced branching rules compared those from bisection branching
rules. That is because the number of branches will become larger for
advanced branch rules compared the bisection branching rules, and the com-
putational time for solving model $Q_1$ once is tiny.

- For some cases, the maximal number of iterations for advanced branching
rules is larger compared the bisection branching rules. The reason is based
on twofold. First, when the optimal solution obtained within a given tol-
erance $\varepsilon$ at last iteration, the selected rectangle will be divided into two
sub-rectangles at the previous iteration. For the bisection branching rules,
one of them may be discarded when the lower bound of the one is greater
than the current best value. The second reason is related to the advanced
branching rules mentioned in section 4.4.2. For the advanced branching
rules, since the current best solution will be on the edge that the both two
sub-rectangles share if the algorithm goes to the next iteration, both of the
two sub-rectangles will not be discarded if the optimal solution is on the
side that is belonged to the both rectangle. Therefore, though the number
of branches will be larger, the CPU time will not be increased because there
is no more computational time for other branches. However, one of them
can be discarded if we using the bisection branching rules.

4.5 Conclusions

In this chapter, we have made a new linear relaxation for the SOLR problem
and designed a branch and bound algorithm for solving the SOLR problem with
lower dimension using two branching rules. One is the standard bisection via
longest edge, and the other is the advanced branching rules. The proposed two
algorithms share the similarities to the previous algorithm [16] that its branching
process works on a space with dimensions $n$, the dimensions of native variables
while its bounding process works on a space with dimensions of $(p^2n + pn + p)$, $p$
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<table>
<thead>
<tr>
<th>Model</th>
<th># p</th>
<th>CPU time(s)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MIN.</td>
<td>AVERG.</td>
<td>MAX.</td>
<td></td>
</tr>
<tr>
<td>Q_{ib}</td>
<td>5</td>
<td>0.1</td>
<td>0.3</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Q_{ia}</td>
<td>5</td>
<td>0.1</td>
<td>0.42</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>Q_{ib}</td>
<td>10</td>
<td>0.4</td>
<td>0.8</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>Q_{ia}</td>
<td>10</td>
<td>0.4</td>
<td>0.8</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>Q_{ib}</td>
<td>20</td>
<td>2.7</td>
<td>8.7</td>
<td>14.4</td>
<td></td>
</tr>
<tr>
<td>Q_{ia}</td>
<td>20</td>
<td>2.4</td>
<td>8.7</td>
<td>19.4</td>
<td></td>
</tr>
<tr>
<td>Q_{ib}</td>
<td>30</td>
<td>14.3</td>
<td>34.2</td>
<td>54.6</td>
<td></td>
</tr>
<tr>
<td>Q_{ia}</td>
<td>30</td>
<td>15.3</td>
<td>30.5</td>
<td>45.5</td>
<td></td>
</tr>
<tr>
<td>Q_{ib}</td>
<td>40</td>
<td>49.4</td>
<td>111.3</td>
<td>223.9</td>
<td></td>
</tr>
<tr>
<td>Q_{ia}</td>
<td>40</td>
<td>44.7</td>
<td>98.8</td>
<td>215.3</td>
<td></td>
</tr>
<tr>
<td>Q_{ib}</td>
<td>50</td>
<td>95.0</td>
<td>242.5</td>
<td>500.9</td>
<td></td>
</tr>
<tr>
<td>Q_{ia}</td>
<td>50</td>
<td>92.4</td>
<td>204.3</td>
<td>504.2</td>
<td></td>
</tr>
<tr>
<td>Q_{ib}</td>
<td>60</td>
<td>296.3</td>
<td>650.7</td>
<td>1782.9</td>
<td></td>
</tr>
<tr>
<td>Q_{ia}</td>
<td>60</td>
<td>192.4</td>
<td>567.9</td>
<td>1689.2</td>
<td></td>
</tr>
<tr>
<td>Q_{ib}</td>
<td>70</td>
<td>469.3</td>
<td>1879.4</td>
<td>7502.5</td>
<td></td>
</tr>
<tr>
<td>Q_{ia}</td>
<td>70</td>
<td>303.1</td>
<td>1770.7</td>
<td>6984.3</td>
<td></td>
</tr>
<tr>
<td>Q_{ib}</td>
<td>80</td>
<td>1182.3</td>
<td>2177.5</td>
<td>6161.9</td>
<td></td>
</tr>
<tr>
<td>Q_{ia}</td>
<td>80</td>
<td>863.4</td>
<td>1937.5</td>
<td>5786.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Numerical results on CPU times for solving problem (P_0) with various p and n = 3. The rows Q_{ib} for the results obtained from model Q_1 using bisection branching rules, while rows Q_{ia} for the results obtained from model Q_1 using advanced branching rules.

(is) the number of terms of ratios. Theoretically, the proposed algorithms finds an ε-minimizer for any pre-given ε > 0 within finitely many iterations.

We conducted the numerical experiments to investigate the behavior of the proposed algorithm using bisection branching rules. The results obtained from the numerical experiments indicate that the proposed algorithm is superior to the previous algorithm in CPU time, number of iterations and numbers of branches. The numerical experiments shows that the CPU time is at most about 7% of the algorithm in [16] on average.

Since the proposed algorithm using bisection rules can find an optimal solution within a given tolerance efficiently, thus the relaxed model can enforce a strong approximation for the quadratic constraints of the original problem. Thus we developed another branch and bound algorithm for solving the SOLR problem. The advanced branching rules are proven to make the proposed algorithm convergent. And the numerical results show that the average CPU time solved by
## Table 4.5: Numerical results on iterations for solving problem ($P_0$) with $Q_1$ and $Q_0$ with various $p$ and $n = 3$. The rows $Q_{1b}$ for the results obtained from model $Q_1$ using bisection branching rules, while rows $Q_{1a}$ for the results obtained from model $Q_1$ using advanced branching rules.

<table>
<thead>
<tr>
<th>Model</th>
<th># $p$</th>
<th># Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MIN.</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$Q_{1a}$</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>$Q_{1a}$</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>$Q_{1a}$</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>$Q_{1a}$</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>40</td>
<td>4</td>
</tr>
<tr>
<td>$Q_{1a}$</td>
<td>40</td>
<td>4</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>50</td>
<td>3</td>
</tr>
<tr>
<td>$Q_{1a}$</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>$Q_{1a}$</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>70</td>
<td>3</td>
</tr>
<tr>
<td>$Q_{1a}$</td>
<td>70</td>
<td>3</td>
</tr>
<tr>
<td>$Q_{1b}$</td>
<td>80</td>
<td>5</td>
</tr>
<tr>
<td>$Q_{1a}$</td>
<td>80</td>
<td>4</td>
</tr>
</tbody>
</table>

branch and bound method using advanced branch rules is less than it solved by bisection branching rules when $p \geq 30$. Furthermore, the reduction of CPU time will be substantial with the $p$ growing.

We plan to conduct larger scale experiments to look into the detailed behavior of the new algorithm as a further work. It is fundamentally important to make a theoretical analysis on the number of iterations in which the new algorithm finds a minimizer. An error bound between a minimizer and an $\varepsilon$-minimizer is an important feature. We leave them as our further work.
### Table 4.6:
Numerical results on branches for solving problem \((P_0)\) with \(Q_1\) and \(Q_0\) with various \(p\) and \(n = 3\). The rows \(Q_{ib}\) for the results obtained from model \(Q_1\) using bisection branching rules, while rows \(Q_{ia}\) for the results obtained from model \(Q_1\) using advanced branching rules.

<table>
<thead>
<tr>
<th>Model</th>
<th># (p)</th>
<th># Branches</th>
<th>MIN.</th>
<th>AVERG.</th>
<th>MAX.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q_{ib})</td>
<td>5</td>
<td>1</td>
<td>2.1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>(Q_{ia})</td>
<td>5</td>
<td>1</td>
<td>3.2</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>(Q_{ib})</td>
<td>10</td>
<td>1</td>
<td>3.9</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>(Q_{ia})</td>
<td>10</td>
<td>1</td>
<td>4.0</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>(Q_{ib})</td>
<td>20</td>
<td>3</td>
<td>8.3</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>(Q_{ia})</td>
<td>20</td>
<td>3</td>
<td>7.9</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>(Q_{ib})</td>
<td>30</td>
<td>5</td>
<td>12.6</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>(Q_{ia})</td>
<td>30</td>
<td>5</td>
<td>12.1</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>(Q_{ib})</td>
<td>40</td>
<td>7</td>
<td>16.5</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>(Q_{ia})</td>
<td>40</td>
<td>5</td>
<td>15.3</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>(Q_{ib})</td>
<td>50</td>
<td>5</td>
<td>25.9</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>(Q_{ia})</td>
<td>50</td>
<td>4</td>
<td>24.1</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>(Q_{ib})</td>
<td>60</td>
<td>2</td>
<td>15.8</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>(Q_{ia})</td>
<td>60</td>
<td>1</td>
<td>15.2</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>(Q_{ib})</td>
<td>70</td>
<td>5</td>
<td>16.9</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>(Q_{ia})</td>
<td>70</td>
<td>4</td>
<td>14.6</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>(Q_{ib})</td>
<td>80</td>
<td>7</td>
<td>16.3</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>(Q_{ia})</td>
<td>80</td>
<td>6</td>
<td>14.9</td>
<td>43</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 5

Convex Relaxations for the SOLR Problem

In this chapter, we study several relaxations for minimizing the SOLR problem constrained a set of linear constrains. For convenience, we rewrite the SOLR problem which is mentioned in Chapter 1 as follows.

\[
\begin{align*}
\text{minimize} & \quad f(x) = \sum_{i=1}^{p} \frac{n_i^\top x + a_i}{d_i^\top x + b_i} \\
\text{subject to} & \quad Ax \leq c, \\
& \quad x \geq 0,
\end{align*}
\]

where \( p \geq 2, \ n_i, \ d_i \) are both vector in \( \mathbb{R}^n \) for \( i = 1, \ldots, p \), \( a_i, b_i \) are real numbers for \( i = 1, \ldots, p \), \( A \) is a \( m \times n \) matrix, \( c \) is a vector in \( \mathbb{R}^m \). We assume each denominator is positive on its feasible region without loss of generality by proposition 4.1.

Our motivation for studying problem (5.1) using convex relaxation are as follows. It is well know that problem (5.1) has multiple local optimizers which are not general globally optimal. We are interested in globally solving problem (5.1). And if problem (5.1) is too difficult to be solved globally (e.g. because of ill-condition and/or a large number of variables or ratios in \( f(x) \)), we would like to get at least a valid lower bound of the global minimum. The upper bound can be obtained with some efficient methods (algorithms) such as Newton’s method or its variants, the DIRECT algorithm mentioned in Chapter 3. Furthermore, the SOLR problem
can be transformed into a quadratic programming by introducing some auxiliary variables. Then semidefinite relaxation, a powerful and computationally efficient approximation technique for several difficult nonconvex quadratical problem, can be applied to solve that kind of problem.

5.1 Reformulation

In this section, we will describe how to reformulate problem (5.1) into an equivalent problem which is able to be relaxed as an SDP.

Let 

\[ r_i = \frac{n_i^\top x + a_i}{d_i, x + b_i}, \quad i = 1, \ldots, p. \]

Define

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{p} r_i \\
\text{subject to} & \quad \frac{n_i^\top x + a_i}{d_i, x + b_i} \leq r_i, \quad i = 1, \ldots, p, \\
& \quad Ax \leq c, \\
& \quad x \geq 0.
\end{align*}
\]

(5.2)

The following theorem asserts that problem (5.1) is equivalent to problem (5.2).

**Theorem 5.1.** Problem (5.1) is equivalent to problem (5.2).

**Proof.** Let \( x^* \) be an optimal solution to problem (5.1). Define \( r_i^* := \frac{n_i^\top x^* + a_i}{d_i, x^* + b_i} \).

Then it is easy to see that \((x^*, r_1^*, r_2^*, \ldots, r_p^*)\) is feasible for problem (5.2). Suppose there is another feasible solution \((x', r_1', r_2', \ldots, r_p')\) to problem (5.2) such that

\[
\sum_{i=1}^{p} r_i' < \sum_{i=1}^{p} r_i^*.
\]

(5.3)

Since

\[
\sum_{i=1}^{p} r_i' = \sum_{i=1}^{p} \frac{n_i^\top x' + a_i}{d_i, x' + b_i} \quad \sum_{i=1}^{p} r_i^* = \sum_{i=1}^{p} \frac{n_i^\top x^* + a_i}{d_i, x^* + b_i},
\]

(5.4)

and \(x'\) is also a feasible solution to problem (5.1). Therefore, the inequality (5.3) contradicts the optimality of \(x^*\) for problem (5.1). And similar to vice versa. \(\square\)
Since $d_i^\top x + b_i > 0$, $n_i^\top x + a_i - r_i(d_i^\top x + b_i) \leq 0, \forall i = 1, \ldots, p$ is equivalent to $n_i^\top x + a_i - r_i(d_i^\top x + b_i) \leq 0, \forall i = 1, \ldots, p$. Therefore, problem (5.2) can be rewritten as follows

$$\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{p} r_i \\
\text{subject to} & \quad n_i^\top x + a_i - r_i(d_i^\top x + b_i) \leq 0, \forall i = 1, \ldots, p.
\end{align*}$$

(5.5)

Let $y = (x_1, \ldots, x_n, r_1, \ldots, r_p)^\top$ and

$$P_i = \begin{pmatrix} 0 & \cdots & 0 & 0 & \cdots & -d_i/2 & \cdots & 0 \\ \vdots & \cdots & \vdots & \vdots & \cdots & \vdots & \cdots & \vdots \\ 0 & \cdots & 0 & 0 & \cdots & \vdots & \cdots & 0 \\ 0 & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 \\ \vdots & \cdots & \vdots & \vdots & \cdots & \vdots & \cdots & \vdots \\ -d_i^\top/2 & \cdots & 0 & \cdots & \vdots & \cdots & \vdots & \vdots \\ \vdots & \cdots & \vdots & \vdots & \cdots & \vdots & \cdots & \vdots \\ 0 & \cdots & 0 & 0 & \cdots & 0 & \cdots & 0 \end{pmatrix},$$

then problem (5.5) can be formulated as the following form

$$\begin{align*}
\text{minimize} & \quad q_0^\top y \\
\text{subject to} & \quad y^\top P_i y + q_i^\top y \leq -a_i, i = 1, \ldots, p, \\
& \quad \mu_j^\top y \leq c_j, j = 1, 2, \ldots, m, \\
& \quad l \leq y \leq u,
\end{align*}$$

(5.6)

where $q_0 = (0^{1 \times n}, 1^{1 \times p})^\top$; $y = (x; r)^\top$; $q_i = (n_i; -b_i e_i)^\top, i = 1, \ldots, p$; $\mu_j = (A_{j*}; 0^{p \times 1})^\top, j = 1, \ldots, m$; $A_{j*}$ is the vector of $j$-th row. $e_i$ is the $i$-th standard unit vector.

Because the feasible region for $x$ is convex and nonempty, we can construct a rectangle $B_x = [l_x, u_x]$ by solving problem (4.1) and problem (4.2) in Chapter 3. And for a single linear ratio, it can be equivalently solved by LP when using the Charnes-Cooper transformation [19]. To construct a rectangle $B_r = [l_r, u_r]$ for $r$,
we can solve the following problem (5.7) and problem (5.8) easily.

\[
\begin{align*}
l_{ri} &= \text{minimize} \quad (n_i^\top y^i + a_i z_i) \\
&\text{subject to} \\
&\quad d_i^\top y^i + b_i z_i = 1, \\
&\quad Ay^i - cz_i \leq 0, \\
&\quad \frac{1}{\beta_i} \leq z_i \leq \frac{1}{\alpha_i}, \\
&\quad z_i l_x \leq y^i \leq z_i u_x.
\end{align*}
\]

\[
\begin{align*}
u_{ri} &= \text{maximize} \quad (n_i^\top y^i + a_i z_i) \\
&\text{subject to} \\
&\quad d_i^\top y^i + b_i z_i = 1, \\
&\quad Ay^i - cz_i \leq 0, \\
&\quad \frac{1}{\beta_i} \leq z_i \leq \frac{1}{\alpha_i}, \\
&\quad z_i l_x \leq y^i \leq z_i u_x,
\end{align*}
\]

where \(l_{ri}, u_{ri}\) are the \(i\)-th member of \(l_r, u_r\), respectively. Therefore, the rectangle \([l_B, u_B]\) can be constructed by the following formula

\[
[l_B, u_B] = \left[ \begin{pmatrix} l_x \\ l_r \end{pmatrix}, \begin{pmatrix} u_x \\ u_r \end{pmatrix} \right].
\]

Clearly, problem (5.6), an \(\mathcal{NP}\)-hard \cite{84} problem, is a quadratic programming with linear objective and quadratic and linear constraints, and the development of suitable relaxation is required for problem (5.1). SDP techniques have received a great deal of attention in optimization literature \cite{86}, and several SDP relaxations have been proposed for solving that kind of problem \cite{3, 4, 11, 12, 14, 35, 77}.

### 5.2 Lagrangian Relaxation

Lagrangian relaxation, an important technique for constrained optimization problems, has been applied for semidefinite relaxations for quadratic programming problems \cite{77, 85}.
The Lagrangian function of problem (5.6) is

\[
L(y, \lambda, \nu, \omega, \nu) = \begin{align*}
q_0^\top y + \sum_{i=1}^{p} \lambda_i (y^\top P_i y + q_i^\top y + a_i) + \sum_{j=1}^{m} \nu_j (\mu_j^\top y - c_j) \\
-\omega^\top (y - l) + \nu^\top (y - u) \\
= \sum_{i=1}^{p} \lambda_i y^\top P_i y + \left(q_0 + \sum_{i=1}^{p} \lambda_i q_i + \sum_{j=1}^{m} \nu_j \mu_j - \omega + \nu\right)^\top y \\
+ \left(\sum_{i=1}^{p} \lambda_i a_i - \sum_{j=1}^{m} \nu_j c_j + \omega^\top l - \nu^\top u\right),
\end{align*}
\]

where \( \lambda \in \mathbb{R}_+^p \), \( \nu \in \mathbb{R}_+^m \), and \( \omega, \nu \in \mathbb{R}_+^n \) are multipliers. The Lagrange dual problem of problem (5.6) is

\[
f^L = \max_{\lambda, \nu, \omega, \nu} \min_y L(y, \lambda, \nu, \omega, \nu) \quad \text{subject to} \quad \lambda \geq 0, \nu \geq 0, \omega \geq 0, \nu \geq 0.
\]

By weak duality, let \( f^* \) is the optimal value of problem (5.1) and we have

**Proposition 5.2.** \( f^L \leq f^* \).

Furthermore, any feasible solution \((\bar{\lambda}, \bar{\nu}, \bar{\omega}, \bar{\nu})\) yields a lower bound for \( f^* \). In addition, since \( \sum_{i=1}^{p} \lambda_i P_i \not\succeq 0 \) because of \( \text{diag}(P_i) = 0, i = 1, \ldots, p \), which will make \( \min_y L(y, \lambda, \nu, \omega, \nu) \) go to negative infinity. Since the lagrange dual problem essentially ignores linear constraints, which will lead to weak relaxations if ally lagrangian duality to primal problems that contain explicit linear equality constraints and bound constraints. An alternative approach it only to dualize the nonlinear constraints presented in [82]. The resulting Lagrange dual problem for problem (5.6) is as follows

\[
f^L_0 = \max_{\lambda, \nu, \omega, \nu} \min_y L(y, \lambda, \lambda, 0, 0) \quad \text{subject to} \quad \lambda \geq 0, \mu_j^\top y \leq c_j, j = 1, 2, \ldots, m, \quad l \leq y \leq u.
\]

Clearly, we have
Proposition 5.3.

\[ f^L \leq f^L_0 \leq f^*. \]

5.3 Shor Relaxation

A reformulation of problem (5.11) is

\[
    f^L = \max_{\varepsilon, \lambda, \upsilon, \omega, \nu} \varepsilon
    \quad \text{subject to} \quad \begin{array}{l}
        L(y, \lambda, \upsilon, \omega, \nu) - \varepsilon \geq 0, \forall y \in \mathbb{R}^{n+p}, \\
        \lambda \geq 0, \upsilon \geq 0, \omega \geq 0, \nu \geq 0.
    \end{array}
\] (5.12)

Let \( A(\varepsilon, \lambda, \upsilon, \omega, \nu) \in S_n^{n+1} \) be

\[
    \begin{pmatrix}
        \sum_{i=1}^p \lambda_i a_i - \sum_{j=1}^m \upsilon_j c_j + \omega^T l - \nu^T u - \varepsilon \\
        \vdots \\
        \sum_{i=1}^p \lambda_i P_i
    \end{pmatrix},
\]

and we have

\[
    L(y, \lambda, \upsilon, \omega, \nu) - \varepsilon = \begin{pmatrix} 1 \\ y \end{pmatrix}^T A(\varepsilon, \lambda, \upsilon, \omega, \nu) \begin{pmatrix} 1 \\ y \end{pmatrix}.
\]

The problem (5.12) can be rewritten as the following SDP problem

\[
    f^{Dshor} = \max_{\varepsilon, \lambda, \upsilon, \omega, \nu} \varepsilon
    \quad \text{subject to} \quad A(\varepsilon, \lambda, \upsilon, \omega, \nu) \succeq 0,
    \quad \lambda \geq 0, \upsilon \geq 0, \omega \geq 0, \nu \geq 0,
\] (5.13)
whose dual is equivalent to the following problem

$$\begin{align*}
\text{minimize} & \quad q_0^\top y \\
\text{subject to} & \quad P_i \cdot Y + q_i^\top y \leq -a_i, i = 1, \ldots, p, \\
& \quad \mu_j^\top y \leq c_j, j = 1, 2, \ldots, m, \\
& \quad l \leq y \leq u, \\
& \quad \begin{pmatrix} 1 & y^\top \\ y & Y \end{pmatrix} \succeq 0, \\
& \quad Y = yy^\top.
\end{align*}$$

By dropping the constraint $Y = yy^\top$, we obtain the following form due to Shor relaxation [78]:

$$\begin{align*}
f^{\text{Shor}} = \text{minimize} & \quad q_0^\top y \\
\text{subject to} & \quad P_i \cdot Y + q_i^\top y \leq -a_i, i = 1, \ldots, p, \\
& \quad \mu_j^\top y \leq c_j, j = 1, 2, \ldots, m, \\
& \quad l \leq y \leq u, \\
& \quad \begin{pmatrix} 1 & y^\top \\ y & Y \end{pmatrix} \succeq 0.
\end{align*}$$

Since problem (5.13) is a reformulation of SDP form of problem (5.12), and problem (5.15) is a dual relaxation of problem (5.13), we have the following proposition based on weak duality

**Proposition 5.4.**

$$f^{D_{\text{Shor}}} = f^L \leq f^{\text{Shor}} \leq f^*.$$ 

If the following condition are satisfied

**Condition:** The problem (5.13) and problem (5.15) are feasible, and the set

$$\mathcal{Y} = \left\{ (y, Y) \mid \begin{align*}
P_i \cdot Y + q_i^\top y & < -a_i, i = 1, \ldots, p, \\
\mu_j^\top y & < c_j, j = 1, 2, \ldots, m, \\
l & < y < u, \\
\begin{pmatrix} 1 & y^\top \\ y & Y \end{pmatrix} & \succ 0.\end{align*}\right\}$$
is no empty. According to the conic duality in [8], we have

**Proposition 5.5.**

\[ f^L = f^{Shor} \leq f^*. \]

### 5.4 SDP Relaxation for the SOLR Problem

In this section, we first give some definitions of general multilinear and bilinear function which can be viewed as a subclass of quadratic function. And we apply an SDP relaxation for a bilinear programming based on a convex envelop of bilinear functions.

First we give some definitions: let \( M \) be a compact polytope \( M \subset \mathbb{R}^n \), and \( \text{vert} M \) denote all vertices of polytope \( M \). And if \( \varphi \) is a real-valued function \( \varphi : x \rightarrow \mathbb{R}^n \), \( \text{epi}(\varphi) \) denotes its epigraph: \( \text{epi}(\varphi) = \{(z, x) | z \geq \varphi(x), x \in \text{dom}(\varphi)\} \), where \( \text{dom}(\varphi) = \{x | \varphi(x) < \infty\} \).

**Definition 5.6.** Function \( g(x_1, x_2, \ldots, x_k) \) is said to be a general multilinear function if for each \( i = 1, 2, \ldots, k \), function \( g(x_1^0, x_2^0, \ldots, x_i, \ldots, x_k^0) \) linearly depends on vector \( x_i \) in the case that all other \( k-1 \) vector arguments are fixed.

A function \( g(x_1, x_2) \) is called bilinear if it reduces to a linear one by fixing the vector \( x_1 \) or \( x_2 \) to a particular value. It is easy to see that bilinear functions compose a subclass of multilinear functions. Of course, it is also a special case of a quadratic function. We refer to optimization problems with bilinear objective and /or constraints as bilinear problems, and they can be viewed as a subclass of quadratic programming in the case of the \( \text{diag}(P_i) = 0, i = 1, \ldots, p \) in problem (5.6).

**Definition 5.7.** Let \( g(x) \) be a real valued lower semicontinuous function, defined a convex set \( M \), \( \text{dom}(g) = M \). Set \( X(g) \) is said to be a generating set of this function, if

\[ X(g) = \{x | (x, f(x)) \in \text{vert}(\text{epi} \text{conv}_M g(x))\}. \]

Thus, the generating set of a function \( g(x) \) is the set of all \( x \)-coordinates of all vertices of the epigraph of the convex envelop of this function.
Let \( g(x) \) be a multilinear function on \( n \)-dimensional convex polytope \( M \subset \mathbb{R}^n \), and \( \text{conv}_M g(x) \) be a polyhedral function. And there exist \( n+1 \) linear independent vertices of \( M : \varepsilon_i, i = 1, \ldots, n + 1 \).

**Remark 5.8.** Because of \( \text{conv}_M g(x) = g(x) \), \( \forall x \in \text{vert} M \). Let us define function \( g^\infty(x) \) such that \( g^\infty(x) = g(x) \) if \( x \in \text{vert} M \) and \( g^\infty(x) = \infty \) otherwise. Thus the necessary and sufficient condition of the polyhedrality of the function \( \text{conv}_M g(x) \) can be rewritten in the following form:

\[
\text{conv}_M g(x) = \text{conv} f^\infty(x) \quad \forall x \in M. \tag{5.16}
\]

Let \( M = \text{conv} \{ \varepsilon_i | i = 1, \ldots, n + 1 \} \). Let \( x^0 \in M \), according to Caratheodory’s theorem we have:

\[
\text{conv}_M g(x^0) = \min \left\{ \sum_{i=1}^{n+1} \alpha_i g(x^i) \left| \begin{array}{l}
  x^0 = \sum_{i=1}^{n+1} \alpha_i x^i, \\
  \sum_{i=1}^{n+1} \alpha_i = 1, \alpha_i \geq 0, \forall i = 1, \ldots, n + 1, \\
  x^i \in P.
\end{array} \right. \right\} \tag{5.17}
\]

Considering the following SDP programming for bilinear programming problems:

\[
f^\text{bl} = \text{minimize} \quad q_0^\top y \\
\text{subject to} \quad P_i^\top Y + q_i^\top y \leq -a_i, i = 1, \ldots, p, \\
\mu_j^\top y \leq c_j, j = 1, 2, \ldots, m, \\
l \leq y \leq u, \\
\begin{pmatrix} 1 & y^\top \\ y & Y \end{pmatrix} \succeq 0, \\
\text{diag} Y = y. \tag{5.18}
\]
We assume that the relative interior of the following set, \((y, Y)\), is nonempty:

\[
Y = \left\{ (y, Y) \mid \begin{array}{l}
P_i \cdot Y + q_i^\top y < -a_i, i = 1, \ldots, p, \\
\mu_j^\top y < c_j, j = 1, 2, \ldots, m, \\
l < y < u, \\
\begin{pmatrix} 1 & y^\top \\ y & Y \end{pmatrix} \succeq 0, \\
\text{diag} Y = y.
\end{array} \right\}
\]

We will show that problem (5.18) is an valid SDP relaxation for problem (5.6).

**Theorem 5.9.** Considering problem (5.6) with \(\text{diag}(P_i) = 0, i = 1, \ldots, p\). The problem (5.18) provides a lower bound for problem (5.6). Thus

\[f^\text{bl} \leq f^*\]

To prove theorem 5.9, we fist prove the following lemma.

**Lemma 5.10.** Considering the following linearly constraints bilinear programming problem:

\[
f^*_l = \minimize P \cdot Y + q_0^\top y
\text{subject to } \mu_j^\top y \leq c_j, j = 1, 2, \ldots, m,
\]

(5.19)

where \(\text{diag}(P) = 0\). Then the following provides a lower bound for problem (5.19).

\[
f^\text{bl}_l = \minimize P \cdot Y' + q_0^\top y
\text{subject to } \mu_j^\top y \leq c_j, j = 1, 2, \ldots, m,
\]

(5.20)

Thus,

\[f^\text{bl}_l \leq f^*_l\]
Proof. Assume $y$ is a feasible solution of problem (5.19). Let $M = [l, u]^n$, $\text{vert}(M) = \{\pi^i\} \in \{l, u\}^n$. Since $y \in M$, there exist multipliers $\alpha_i$ such that

$$x = \sum_{i=1}^{n+1} \alpha_i \pi^i, \quad \sum_{i=1}^{n+1} \alpha_i = 1, \quad \alpha_i \geq 0. \quad (5.21)$$

Since $\text{diag}(P_i) = 0$, the quadratic expression $P \cdot Y$ is a bilinear and, hence, multilinear function. Using formula (5.17), there exist $\alpha_i$ satisfying (5.21) and such that

$$P \cdot Y \geq \sum_{i=1}^{n+1} \alpha_i P \cdot Y_{\pi^i},$$

where $Y_{\pi^i} = (\pi)^t(\pi^i)^\top$. Let $Y' = \sum_{i=1}^{n+1} (\pi)^t(\pi^i)^\top$, we have

$$P \cdot Y \geq P \cdot Y'. \quad (5.22)$$

Considering the matrix

$$\begin{pmatrix} 1 & y \top \\ y & Y' \end{pmatrix}.$$

By formula (5.21), we have

$$\begin{pmatrix} 1 & y \top \\ y & Y' \end{pmatrix} = \sum_{i=1}^{n+1} \begin{pmatrix} 1 & (\pi^i)^\top \\ \pi & (\pi^i)(\pi^i)^\top \end{pmatrix} = \sum_{i=1}^{n+1} \begin{pmatrix} 1 \\ \pi \end{pmatrix} \begin{pmatrix} 1 \\ \pi^i \end{pmatrix}^\top \succeq 0. \quad (5.23)$$

In addition, $\text{diag}Y' = \sum_{i=1}^{n+1} \alpha_i \pi^i = y$. Then, we have

$$\begin{pmatrix} 1 & y \top \\ y & Y' \end{pmatrix} \succeq 0,$$

$$\text{diag} Y' = y.$$

It follows that $(y, Y')$ is feasible to the SDP programming (5.20). Furthermore, because of inequality (5.22), we have

$$P \cdot Y + q_0^\top y \geq P \cdot Y' + q_0^\top y.$$

Therefore $f_i^* \leq f_i^*$. \qed
Now we show theorem (5.9) is valid.

**Proof.** According to the Lagrangian dual problem of problem (5.11) in Section 5.2. Since \( \text{diag}(P_i) = 0 \) for \( i = 1, \ldots, p \), the dual subproblem \( f^*_{0l} = \min_y L(y, \lambda, 0) \) is a linearly bilinear programming problem. According lemma 5.10, the SDP relaxation for the dual subproblem is

\[
\begin{align*}
& f^*_{0l} = \minimize P \cdot Y + q_0^T y \\
& \text{subject to } \mu_j^T y \leq c_j, j = 1, 2, \ldots, m, \\
& \quad l \leq y \leq u,
\end{align*}
\]

where \( \text{diag}(P) = 0 \). Then the following provides a lower bound for problem (5.19).

\[
\begin{align*}
& f^*_{0l} = \minimize \left( \sum_{i=1}^p \lambda_i P_i \right) \cdot Y' + \left( q_0 + \sum_{i=1}^p \lambda_i q_i \right)^T y + \sum_{i=1}^p \lambda_i a_i \\
& \text{subject to } \mu_j^T y \leq c_j, j = 1, 2, \ldots, m, \\
& \quad l \leq y \leq u, \\
& \quad \begin{pmatrix}
1 & y^T \\
\mu_j & Y'
\end{pmatrix} \succeq 0, \\
& \text{diag} Y' = y.
\end{align*}
\]

Let a symmetric matrix \( A(\lambda, \nu, \omega, \nu, \beta) \in S^{n+1} \) be

\[
\begin{pmatrix}
\sum_{i=1}^p \lambda_i a_i & \frac{1}{2} \left( q_0 + \sum_{i=1}^p \lambda_i q_i + \sum_{j=1}^m \nu_j \mu_j - \omega + \nu + \beta \right)^T \\
\cdots & \sum_{j=1}^p \lambda_j P_k - \text{diag}(\beta)
\end{pmatrix}.
\]

Under this notation, the dual of problem (5.25) is

\[
\begin{align*}
& f^*_{0l} = \maximize \nu^T \omega \nu, \beta \\
& \text{subject to } A(\lambda, \nu, \omega, \nu, \beta) \succeq 0, \\
& \quad \nu \geq 0, \omega \geq 0, \nu \geq 0.
\end{align*}
\]
By weak duality, we have
\[ f^{dbl}_{l0} \leq f^{bl}_l \leq f^{sl}, \forall \lambda. \]

Thus, the optimal value for the dual of problem (5.18), \( f^{dbl} \), is a low bound of \( f^* \), where

\[
\begin{aligned}
\min_{\nu_0, \omega, \nu, \beta} & \quad -\sum_{j=1}^{p} v_j c_j - \nu^\top u + \omega^\top l \\
\text{subject to} & \quad A(\lambda, \nu, \omega, \nu, \beta) \succeq 0, \\
& \quad \lambda \geq 0, \nu \geq 0, \omega \geq 0, \nu \geq 0.
\end{aligned}
\]

The dual of problem (5.27) is:

\[
\begin{aligned}
f^{*} = \min_{y} & \quad q_0^\top y \\
\text{subject to} & \quad P_i \bullet y + q_i^\top y \leq -a_i, i = 1, \ldots, p, \\
& \quad \mu_j^\top y \leq c_j, j = 1, 2, \ldots, m, \\
& \quad l \leq y \leq u, \\
& \quad \begin{pmatrix} 1 & y^\top \\ y & Y \end{pmatrix} \succeq 0, \\
& \quad \text{diag } Y = y.
\end{aligned}
\]

With the Slater Condition, we have \( f^{bl} = f^{dbl} \). Therefore,
\[ f^{bl} \leq f^{lg}_{l0} \leq f^*. \]

\section{5.5 Conclusions}

In this chapter, we reformulated the SOLR problem into a quadratic programming with linear objective and quadratic and linear constraints. The reformulated problem are characterized by the zero diagonal elements of the constraint matrix. Then we reviewed several SDP relaxations and presented a number of new SDP relaxations which can be applied for solving the reformulated problem. Furthermore, the reformulated programming is a bilinear programming that is a special
case of general quadratic programming. Then an SDP relaxation for this particular problem based on the convex envelop of bilinear function can be applied for optimization. Of course, it provides an lower bound for the reformulated problem. In this chapter, some relationship of programmings with different relaxation methods are theoretically proved. Comparisons of these relaxations based on branch and bound algorithm should be addressed by further research.
Chapter 6

Conclusions and Further Works

6.1 Conclusions

We give contributions/conclusions of this dissertation in this section. The main contributions/conclusions of this dissertation falls in the following aspects:

1. Studied the performance of the DIRECT algorithm for solving the SOLR problem with lower dimension. We conducted numerical experiments to show the validness and to measure the probability of the DIRECT algorithm for obtaining a “good” solution for solving the SOLR problem within a given tolerance.

2. Proposed a branch and bound algorithm based on bisection branching rules to globally solve the SOLR problem with lower dimension. We transformed the SOLR problem into an equivalent problem which is a kind of quadratic problem with linear objective and quadratic and linear constraints. We made a linear relaxation for all the quadratic constraints instead of dropping them out. To invest the performance of proposed algorithm, we conducted numerical experiments using randomly generated data sets. And numerical results show that the proposed branch and bound algorithm based on bisection rules outperforms the existing algorithm proposed in [16]. More precisely, the proposed algorithm achieves superiority over the algorithm in [16]: i) reduced at least 93% in CPU time on average; ii) reduced at least 98% in the number of branches on average; iii) reduced at least 98.3% in the number of iterations.
on average; iv) greatly reduced the CPU time, number of branches, number of iterations on max and min values.

3. Proposed a branch and bound algorithm based on advanced branching rules to globally solve the SOLR problem. The relaxed model enforces a strong approximation for the quadratic constraints of the original problem, which push us to develop an advanced branching rules. If selected rectangle which contains the current best solution are divided into two sub-rectangles, the advanced branching rules guarantes that the current best solution is belonged to a common edge of the two sub-rectangles. In addition, we proved the advanced branching rule is convergent. And the numerical results indicate that the average CPU time solved using advanced branch rules is less than it solved by bisection branching rules when $p \geq 30$. And the CPU time will be decreased much more with $p$ growing.

4. Reformulated the SOLR into an SDP programming, reviewed several existing SDP relaxations for the reformulated programming and made comparisons for these relaxations.

### 6.2 Further Works

It is worthwhile to further work on the following directions based on the work we have conducted in this thesis.

1. To find a stopping criterion for the DIRECT algorithm for solving the SOLR problem within a given tolerance.

2. To make an analysis on the number of iteration in which the proposed algorithm finds a minimizer, and find an error bound between the minimizer and $\varepsilon$-minimizer.

3. To conduct larger scale experiments to look into the detail behavior of the proposed algorithms, e.g., to reduce constraints of the relaxed model.

4. To develop a branch and bound algorithm for globally solving the SOLR problem with SDP programming. Comparing the relaxations mentioned in
Chapter 5 by conducting numerical experiments is also worthwhile to be addressed.
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