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Abstract—Recommender system (RS) can help us extract
valuable data from huge amount of raw information. User-based
collaborative filtering (UBCF) is widely employed in practical RSs
owing to its outstanding performance. However, the traditional
UBCF is subject to the new user cold-start issue because a
new user is often extreme lack of available rating information.
In this paper, we develop a novel approach that incorporates
bipartite network into UBCF for enhancing the recommendation
quality of new users. First, through the statistic and analysis
of new users’ rating characteristic, we collect niche items and
map the corresponding rating matrix to a weighted bipartite
network. Furthermore, a new weighted bipartite modularity
index merging normalized rating information is present to
conduct the community partition that realizes co-clustering of
users and items. Finally, for each individual clustering that is
much smaller than original rating matrix, a localized low-rank
matrix factorization is executed to predict rating scores for un-
rated items. And items with highest predicted rating scores are
recommended to a new user. Experimental results from two real-
world datasets suggest that, without requiring additional complex
information, the proposed approach is superior in terms of both
recommendation accuracy and diversity, and can alleviate the
new user cold-start issue of UBCF effectively.

Index Terms—Recommender systems, User-based collaborative
filtering, Bipartite network, New user cold-start,

I. INTRODUCTION

RECOMMENDER system (RS) assists customers to op-
timize the search results and recommends personalized

products which they may prefer. Currently, RS gradually
becomes a core application around our daily life in the
era of big data, such as news feed, on-line shopping, and
music/movie play. It has significant commercial values and
research significances [1].

User-based collaborative filtering (UBCF) assumes that
users who have similar interests in the past are inclined to
own closer habits in the future. Because UBCF has high
computation efficiency, and can only utilize users’ historical
ratings rather than any other special information to provide sat-
isfactory recommendations, it achieves a remarkable success in
modern RSs [2], [3]. However, the new user cold-start problem
occurs in UBCF when new users have just entered RSs or not
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for long, because preferences of new users are difficult to be
inferred by UBCF through their insufficient ratings [4], [5].
Note that, new user cold-start can be divided into complete
new user cold-start where no rating record is available, and
incomplete new user cold-start where only a tiny amount of
ratings are usable [6]. In this paper, we focus on the problem
of producing satisfying recommendations for new users with
small number of ratings (i.e., incomplete new user cold-start).

To solve new user cold-start issue in UBCF, a number
of researchers have done extensive studies, which can be
classified into three lines [5]: (1) utilizing additional informa-
tion (e.g., user profile, trust, opinions, and social tags) [3],
[7], [8], [9], [10], [11], [12], [13]. However, some special
additional information is difficult to obtain or incomplete; (2)
determining the most prominent groups of analogous users
without utilizing additional information [14], [15], [16], [17],
[18], [19], [20]. However, it is difficult to choose the optimal
number of groups and the splitting criteria. (3) calculating
similarity or prediction of rating scores by hybrid approaches
[21], [22], [23], [24], [25], [26], [27], [28]. However, they
can improve recommendation accuracy or diversity, but not in
both. Therefore, how to utilize accessible information merely
(e.g., rating scores) to produce recommendations owning sat-
isfying accuracy and diversity simultaneously for a new user
is a big challenge that researchers are faced with.

Motivated by this, we proposed a novel approach by incor-
porating bipartite network into UBCF approach in this paper.
The proposed approach first analyzed the rating characteristics
of new users through two real datasets, and concluded that
recommendations provided by UBCF for a new user have
over-fitting phenomenon (i.e., recommendations concentrate
on few types of items, even only popular items). Thus, the
proposed approach focused on exploiting ratings on niche
items that would better represent a new user’s true pref-
erence, and mapped the rating matrix of niche items to a
weighted bipartite network. In addition, a weighted bipartite
modularity index was present to search the optimal number
of co-clustering, so as to obtain a stronger bipartite network
structure after community division. Further, a localized low-
rank matrix factorization was subsequently applied to each
individual rating matrix for predicting rating scores of un-rated
items, and recommendations are generated from items owning
highest predicted rating scores. Figure 1 demonstrates the flow
chart of our proposed approach, and the main contributions of
our proposed approach can be summarized as follows:

1) No additional information is required. Unlike some
related approaches which need special additional infor-
mation that is often incomplete or unavailable [3], [7],
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Fig. 1. The flow chart of our proposed approach. Our approach comprises the following main procedures: 1) divide item domain into popular and niche items;
2) map rating matrix of niche items to a weighted bipartite network; 3) conduct community division of the weighted bipartite network under the guidance of
weighted bipartite modularity index; 4) utilize localized low-rank matrix factorization to predict rating scores in each individual clustering; and 5) recommend
to a new user with items having highest predicted rating scores.

[8], [9], [10], [11], [12], [13], our proposed approach can
only utilize accessible information (i.e., rating matrix) to
address the new user cold-start issue.

2) A novel weighted bipartite modularity index is pro-
posed to determine the optimum number of co-clustering
which realizes clustering on both users and items. Most
current methods only make clustering on the user or item
one-sided without considering the relationship between
them. In addition, the optimum number of groups is
difficult to ascertain [14], [15], [16], [17], [18], [19],
[20]. Our proposed approach maps the rating matrix to
a weighted bipartite network, and engages community
division to implement co-clustering on both users and
items. Further, we present a novel weighted bipartite
modularity index to conduct the clustering process, the
highest value of weighted bipartite modularity corre-
sponds the optimum number of clustering.

3) Both accuracy and diversity of recommendations are
enhanced. Different from related methods which are able
to enhance either recommendation accuracy or diversity,
but not in both [21], [22], [23], [24], [25], [26], [27],
[28], our proposed approach can produce recommen-
dations for a new user with satisfying accuracy and
diversity at the same time, and experimental results in
Section V confirm this.

The rest of this paper is structured as follows. In Sec-
tion II, we give contents of the traditional UBCF and related

studies which are present to solve new user cold-start issue.
In Section III, we summarize the rating characteristics of
new users through an analysis of two real-world datasets
and present problem setting. In Section IV, we explain the
motivation, then present the detailed information about co-
clustering and rating prediction as well as procedures of the
proposed approach. In Section V, we execute experiments
and make a comparison between our proposed approach with
some related approaches. Finally, in Section VI, we present
conclusions and offer suggestions for future work.

II. RELATED WORK

To introduce UBCF, we first present some RS-related nota-
tions. Suppose that in an RS, U means the set of users and I
is the set of items, respectively. R and {?} indicate possible
rating scores, and a missing rating value is demonstrated by
(?). ru,i ∈ R ∪ {∗} denotes the rating score of user u on
item i. θ is a rating threshold, items having rating scores no
less than θ are identified as relevant items of a target user.
U(i) = {u ∈ U |ru,i 6= ?} indicates the set of users who have
rated item i. I(u) = {i ∈ I|ru,i 6= ?} means the set of items
that were rated by the user u. Î(u) represents the set of items
which user u has not rated yet.

In the era of big data, although huge information gives us
facility on work and life [29], [30], [31], [32], [33], it still
brings information overload problem. RSs come into being as
the times require. The UBCF is one of the most significant
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approaches in RSs, which was first proposed by Herlocker
et al. [34]. In the case of only utilizing the rating matrix
information, UBCF can produce satisfying recommendations
for a target user [3]. UBCF predicts rating scores for un-
rated items according to the rating information of similar
users, then selects items having higher predicted rating scores
to recommend to a target user. The basic procedures of the
traditional UBCF approach can be summarized as follow.

1) Neighbor selection. According to the rating information
of co-rated items for each pair of users in the rating
matrix, UBCF computes the similarity for each pair of
users. Then, the top T users with highest similarity
comprise the neighbor Ntu(T ) of a target user tu.
Pearson correlation coefficient approach (Eq. 1) is often
utilized to compute similarity:

sim(tu, u) =∑
i∈I(tu)∩I(u)

(rtu,i − r̄tu) (ru,i − r̄u)√ ∑
i∈I(tu)∩I(u)

(rtu,i − r̄tu)
2
√ ∑

i∈I(tu)∩I(u)
(ru,i − r̄u)

2
,

(1)

here, sim(tu, u) means the similarity between the target
user tu and user u. Itu = {i ∈ I|rtu,i 6= ?} indicates
the set of items rated by the target user tu, r̄tu means
the average rating value of the target user tu:

r̄tu =

∑
i∈Itu rnu,i

|Itu|
.

2) Rating prediction. According to rating information of the
neighbor of target user tu, UBCF predicts rating scores
for each item that the target user has not rated yet. The
weighted sum approach (Eq. 2) is successfully applied
to predict rating scores:

ptu,i = γ
∑

u∈Ntu(T )∩U(i)

sim(tu, u) ∗ ru,i, (2)

here ptu,i indicates the predicted rating score of item
i from target user tu, and multiplier γ represents a
normalizing factor:

γ =
1∑

u∈Ntu(T )∩U(i) sim(tu, u)
. (3)

3) Make recommendation. After obtaining the predicted
rating scores for all un-rated items of a target user,
UBCF recommends the top N items with highest pre-
dicted rating scores to the target user.

However, in practical RSs, when a new user just enters
an RS, available ratings are much less. In this case, UBCF
cannot infer the true preference of a new user according to
the insufficient information. Furthermore, neighbor selection
is computed on the basis of rating scores of co-rated items,
but a new user often has rated few items, thus co-rated items
between the new user and other users will be rarer, resulting in
neighbors selected for the new user may be unreliable [4], [5].
Therefore, the traditional UBCF cannot provide satisfactory
recommendations for a new user, it suffers from new user
cold-start problem.

Currently, a number of studies focus on resolving the new
user cold-start problem in UBCF. Generally, they can be
classified into three categories. In the first category, they take
advantage of some additional information of new users, such
as user profile, opinions, social tags, trust network and so on,
for selecting reliable neighbor or obtaining accurate prediction.
Zhang et al. [3] proposed a covering based collaborative
filtering to remove redundant users from neighborhood based
on relevant attributes. Chen et al. [7] constructed a user model
by utilizing a new user’s trust and distrust networks, so that
useful recommendations for a new user can be provided by
aggregating the user model. Rosli et al. [8] computed user
similarity according to the rating cast, then combined a new
user’s genre interests to present a novel similarity measure.
Son et al. [9], [10], [11] utilized demographic attributes and
missing ratings to make fuzzy geographical clustering for
a new user, and selected neighbors from each new user’s
corresponding clustering. Yang et al. [12] present a novel
method that works to improve the performance of CF recom-
mendations by integrating sparse rating data given by users
and sparse social trust network among these same users. Yang
et al. [13] developed a set of matrix factorization that explores
user social network and group affiliation information for social
voting recommendations. Although neighbor selection and
rating prediction can become more reliable through utilizing
the additional information, some complex information is often
unavailable or incomplete in modern RSs. e.g., in most of on-
line shopping websites, in order to protect personal informa-
tion, users often give up providing their individual details such
as profiles and demographic.

In the second category, studies aim to select the analogous
users for a new user without utilizing additional information.
Bobadilla et al. [14] treated the current evaluation metrics as
the computing guide, utilized neural learning to propose a
novel measure for computing the similarity between a new user
and other users. Formoso et al. [15] combined the query ex-
pansion methods and user/item profile information to propose
three types of profile-expansion approaches. Liu et al. [16]
took advantage of both global preference of user behaviors
and local context information of user ratings to present a
novel user similarity model, this approach can alleviate the
new user cold-start problem effectively. Liu et al. [17] utilized
representative-based matrix factorization to extract represen-
tative users and items, then selected the most useful ratings
to compute similarity and make recommendations. Qiu et al.
[18] incorporated an item-oriented function with a heat and
probability spreading process to propose a hybrid algorithm
which can improve recommendation quality without requiring
any additional information. Wu et al. [19] constructed a ratio-
based method to calculate the similarity by comparing the
attribute values directly, and they predicted the unknown value
by comparing the values of a similar service and the current
service that are invoked by common users. Lee et al. [20]
developed a novel framework by injecting low values to a
selected set of unrated user-item pairs in the UIRM. However,
existing methods only cluster analogous users from the user
or item one-sided, the internal relationships between users and
items are not considered. In addition, the optimal number of
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clustering and the splitting criteria are difficult to determine.
In the third category, hybrid approaches are utilized to

compute similarity and predict rating scores for a new user
after determining the most analogous users. Aharon et al. [21]
present a one-pass factorization of feature sets named OFF-
Set through using latent factor analysis, OFF-Set can build
non-linear interactions for each pair of features. Carrer-Neto
et al. [22] proposed a hybrid RS approach according to knowl-
edge and social networks, and added semantically empowered
techniques to improve the quality of recommendations. Kim
et al. [23] constructed an error-reflected model to predict
the un-rated items of a new user on the basis of predicting
actual ratings and identifying prediction errors. Nilashi et al.
[24] incorporated adaptive neuron-fuzzy inference systems and
self-organizing map clustering to improve the recommendation
accuracy for a new user. Son [25] present a novel hybrid
user-based fuzzy collaborative filtering approach to improve
recommendations of a new user with higher recommendation
accuracy, it utilized demographic data to integrate fuzzy sim-
ilarity degree and hard degree for computing the similarity.
Lian et al. [26] proposed a scalable implicit-feedback-based
content-aware CF framework to incorporate semantic content
and to steer clear of negative sampling. Li et al. [27] proposed
a multi-stream stochastic gradient descent approach to remove
the dependence on the user and item pair, for which the update
process is theoretically convergent. Liu et al. [28] present a
location-aware personalized CF method that leverages both lo-
cations of users and web services when selecting neighborhood
for a target user. However, experimental results of this category
suggest that they can improve either accuracy or diversity of
recommendations, but they often cannot enhance them both.

III. PRELIMINARIES

In this section, we make an analysis of two real-world
datasets (i.e., MovieLens10M and Netflix) to extract the rating
characteristics of a new user, and conclude that recommenda-
tions provided by UBCF for a new user have the over-fitting
problem.

First, we make statistics on MovieLens10M and Netflix
datasets which are popularly utilized to evaluate the perfor-
mance of RSs [34]. Detailed information about two datasets
is demonstrated in table I. Next, we analyze the proportion
of items and ratings on two datasets. Tables II and III show
the percentage of items and their corresponding ratings based
on the different amounts of ratings. As can be found in the
tables, in the MovieLens10M, although items owning more
than 5K ratings play only a small fraction (i.e., 4.40%) of the
whole item set I , ratings corresponding to them account for
48.69% of the total ratings. In the Netflix dataset, items having
more than 50K ratings comprise only a 2.82% percentage of
total items; however, their corresponding ratings make up a
45.63% portion of total ratings. According to statistical results
from tables II and III, it can be concluded that in practical
RSs, after sorting the total items by descending order based
on the number of ratings, the top fewer items often hold a
large percentage of total ratings. Therefore, we define them as
popular items in this paper. And the remaining items that are

TABLE I
DESCRIPTION OF MOVIELENS10M AND NETFLIX DATASETS

Dataset #Users #Items #Ratings Rating scale
MovieLens10M 71,567 10,681 10,002,054 {0.5,1,1.5,...,5}

Netflix 480,189 17,770 100,480,507 {1,2,3,4,5}

TABLE II
PERCENTAGE OF ITEMS AND RATINGS IN THE MOVIELENS10M

|U(i)| for each item i
Statistical information of eligible items

#Items Item rate #Ratings Rating rate
|U(i)| ≤ 1K 8,647 80.96% 1,569,491 15.69%

1K ≤ |U(i)| < 5K 1,564 14.64% 3,562,589 35.62%
5K ≤ |U(i)| < 10K 296 2.77% 2,112,854 21.12%
|U(i)| ≥ 10K 174 1.63% 2,757,120 27.57%

TABLE III
PERCENTAGE OF ITEMS AND RATINGS IN THE NETFLIX

|U(i)| for each item i
Statistical information of eligible items

#Items Item rate #Ratings Rating rate
|U(i)| ≥ 50K 501 2.82% 45,020,066 45.63%

10K ≤ |U(i)| < 50K 1,541 8.67% 34,889,199 35.36%
1K ≤ |U(i)| < 10K 5,084 28.61% 17,193,080 17.42%
|U(i)| ≤ 1K 10,644 59.90% 1,569,491 1.59%

Algorithm 1 Niche item extraction algorithm (NIEA)
Input: Rating matrix RM and ratio threshold H
Output: The set of niche items INIC

1: for each item i ∈ I do
2: |U(i)| ← Calculate the number of users u ∈ U who

have ru,i 6= ?
3: end for
4: INIC = I
5: while |I|

NIC

|I| ≥ 1−H do
6: i ← Extract an item i ∈ INIC having minimum value

|U(i)|
7: INIC ← INIC \ {i}
8: end while
9: return INIC

not popular are called niche items. Algorithm 1 extracts the
set of niche items through the rating matrix RM and the ratio
threshold H (0 < H < 1). In the algorithm 1, niche items are
considered as the top H×100% items that own the minimum
number of ratings from the set of all items I and the set of
popular items is constructed by remaining (1 − H) × 100%
items.

Further, we conduct statistical analysis about the percent-
age of ratings on popular items. Table IV demonstrates the
statistical result about users with ratings no more than {20,
30, 40, 50, 60, 70, 80, 90, 100, 150, 200} in two datasets,
respectively. As can be found in the table, with increasing the
number of ratings, the percentage of ratings on popular items
is gradually reduced. It is worth noting that users having no
more than 20 ratings have the largest proportion (i.e., 74.72%
in the MovieLens10M and 72.74% in the Netflix). Generally
speaking, new users usually rated fewer number of items (e.g.,
no more than 20 ratings) [14], [35], [36]. Therefore, we can
conclude that most ratings of new users are focused on popular
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items.
Finally, we analyze the proportion of rating scores on popu-

lar items. Statistical results are shown in Table V. As shown in
the table, although the rating scores of MovieLens10M are on
a scale from 0.5 to 5 with 0.5 increments, most of the values
are focused on {3, 4, 5}. For the Netflix, movies were rated
on a scale of 1 to 5, however, most of the rating values are
also concentrated on {3, 4, 5}. Statistical results demonstrate
that rating scores on popular items are relatively concentrated,
because UBCF computes similarity according to the rating
scores of co-rated items, if most of the co-rated items of a pair
of users are included in popular items, their rating scores will
be approximate, thus similarity between them will be higher.

From the statistical results from tables IV and V, we can
conclude that rating scores of a new user are focused on
popular items and their values have no significant differences.
It results in UBCF cannot capture the true preference of
a new user effectively according to her/his rating scores.
And further a new user’s neighbor selected by UBCF will
comprise users whose ratings concentrate on popular items.
Therefore, recommendations provided by UBCF for a new
user often comprise fewer types of items, even only popular
items, we define this as over-fitting problem on the new user
recommendation.

IV. PROPOSED APPROACH

In this section, we first explain the motivation of the pro-
posed approach. Then, we present a novel weighted bipartite
modularity index to conduct co-clustering of weighted network
bipartite. Afterward, a localized low-rank matrix factorization
is executed to predict rating scores in each individual cluster-
ing. Finally, the detailed procedures of the proposed approach
are introduced and discussed.

A. Motivation

The proposed approach aims to produce personalized rec-
ommendations for a new user with satisfying accuracy and
diversity simultaneously without utilizing additional informa-
tion (e.g., user demographic or tags).

To achieve this, firstly, the proposed approach should focus
on an analysis of rating information on niche items, because
as discussed in Section III, ratings on popular items cannot
reflect a new user’s true preference reliably. Further, an index
that merges dependencies between users and items should be
present to conduct the clustering process, so that an optimal
clustering number can be obtained before making prediction.
In addition, in order to enhance the recommendation efficiency
and improve prediction quality, users and items in each cluster-
ing should be handled individually. To introduce our proposed
approach, we first list the symbols in Table VI.

B. Co-clustering based on weighted bipartite modularity

Bipartite network is a significant expression in complex
networks. It comprises two different types of nodes, and links
only appear between nodes with different types. Community
division is a core concept in bipartite network, which divides

two types of nodes having a higher degree of correlation
into a same community [37], [38], [39]. To achieve efficient
community division, Barber et al. [40] proposed a bipartite
modularity index. Supposing that there are m number of the
red nodes and n number of blue nodes, the bipartite network
can be represented by an m× n adjacent matrix A = {ai,j},
where ai,j = 1 if there is a link between red node i and blue
node j, and ai,j = 0 otherwise. The adjacent matrix A could
be summarized as

A =

(
0m×m Ãm×n
ÃT

m×n 0n×n

)
(4)

Here, Ã means the incidence matrix that demonstrates the
interactions between red and blue nodes.

Further, we define the same block structure B which indi-
cates the expected probability of links between the different
types of nodes:

B =

(
0m×m B̃m×n
B̃T

m×n 0n×n

)
(5)

Where B̃i,j denotes the probabilities in the null model that a
link exists between red node i and blue node j. Based on the
adjacency matrix A and B, the bipartite modularity could be
computed as

Q =
1

M

m∑
i=1

n∑
j=1

(Ãi,j − B̃i,j)δ(gi, hj)

=
1

M

m∑
i=1

n∑
j=1

(Ãi,j −
D(i)D(j)

M
)δ(gi, hj),

(6)

here, M denotes the number of links in Ã. D(i) and D(j)
indicate the node degree for nodes i and j. In other words,
D(i) denotes the number of blue nodes which interacts with
red node i; D(j) indicates the number of red nodes which
interacts with blue node j. Red node groups are indicated by
g, and blue node groups are denoted by h. The Kronecker
delta function δ(gi, hj) is equal to one when nodes i and j
are divided into the same community or zero otherwise.

For RSs, if we treat U as the set of user nodes, and I as the
set of item nodes, then, an RS can be converted to a bipartite
network which contains |U | number of user nodes and |I|
number of item nodes. Furthermore, the user-item bipartite
network can be represented by an |U |× |I| adjacent matrix A.
However, adjacent matrix A in a classical bipartite network
cannot reflect the correlation degree between user and item
nodes. In this paper, we propose a weighted bipartite network
which treats adjacent matrix AW = {au,i|au,i = ru,i ∈
R ∪ {?}}, so that the edge has a weight ru,i to reflect the
preference degree of user u on item i.

However, in practical RSs, each user has a different rating
style. Some users tend to give low rating scores, but some
prefer to give higher marks. Thus, ratings cannot be grouped
together in the straightforward way. To deal with this phe-
nomenon, we make rating unification to characterize the rating
scores of user u through utilizing the mean µu and the standard
deviation σu of rating scores given by user u, and compare
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TABLE IV
PROPORTION OF RATINGS ON POPULAR ITEMS IN THE (A) MOVIELENS10M AND (B) NETFLIX DATASETS

Dataset Proportion of ratings on popular items by users with no more than n ratings (%)
n = 20 n = 30 n = 40 n = 50 n = 60 n = 70 n = 80 n = 90 n = 100 n = 150 n = 200

MovieLens10M 74.72 73.61 72.96 72.25 71.44 70.67 69.87 69.19 68.63 66.04 64.26
Netflix 72.74 72.69 72.45 72.24 72.01 71.82 71.67 71.58 71.50 71.34 71.02

TABLE V
PROPORTION OF RATING SCORES ON POPULAR ITEMS

Dataset The number of ratings on different rating score
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

MovieLens10M 31,813 128,140 42,395 294,295 139,502 1,106,837 381,130 1,480,631 303,812 961,419
Netflix - 1,625,172 - 3,912,019 - 11,884,478 - 15,834,002 - 11,764,395

TABLE VI
SUMMARY OF NOTATIONS

Symbols Description
L The number of clustering
Cl The l-th clustering
C(u) The clustering which user u belongs to
C(i) The clustering which item i belongs to
C(ru,i) The clustering which rating score ru,i belongs to
U(Cl) The set of users which the l-th clustering contains
I(Cl) The set of items which the l-th clustering contains
P (Cl|u) The probability that user u belongs to

the l-th clustering
P (Cl|i) The probability that item i belongs to

the l-th clustering
P (Cl|ru,i) The probability that rating score ru,i

belongs to the l-th clustering
r̄C(u) The average rating value of the clustering

which user u belongs to
r̄C(i) The average rating value of the clustering

which item i belongs to
r̄C(ru,i)

The average rating value of the clustering
which rating score ru,i belongs to

these values with the mean µ̂U and the standard deviation σ̂U
of ratings given by all users through the linear transformation:

r̂u,i = µU + (ru,i − µu)
σU
σu
, (7)

where r̂u,i means rating score ru,i after making rating unifi-
cation. Thus, in the user-item weighted bipartite network, the
adjacent matrix AW = {au,i|au,i = r̂u,i}. Because different
rating scores indicate different preference degrees, we define
a weighted bipartite modularity QW as

QW =
1

M

|U |∑
u=1

|I|∑
i=1

(ÃW
u,i − B̃W

u,i)δ[C(u), C(i)]

=
1

M

|U |∑
u=1

|I|∑
i=1

(ÃW
u,i −

RT (u)CT (i)

M
)δ[C(u), C(i)],

(8)

here, B̃W indicates a matrix describing expectations of
weighted interaction between user nodes and item nodes.
RT (u) and CT (i) represent the totals of u-th row marginal
and i-th column marginal of ÃW

u,i, respectively. The value of
δ[C(u), C(i)] is 1 when user node u and item node i are
classified into the same clustering or zero otherwise. A larger

value of QW indicates a stronger community structure of user-
item weighted bipartite network.

Further, based on the proposed weighted bipartite modular-
ity, we present and execute a novel co-clustering algorithm to
realize community division of user-item weighted bipartite net-
work. First, for each ru,i, we randomly initialize P (Cl|ru,i),
so that

∑L
l=1 P (Cl|ru,i) = 1.

P (Cl|ru,i) =
[P (Cl|u) + α]× [P (Cl|i) + β]

L∑
l′=1

[P (Cl′ |u) + α]×
L∑

l′=1

[P (Cl′ |i) + β]

,
(9)

here, α and β are hyper-parameters that prevent the value
of denominator from being 0. Then, according to the value
of P (Cl|ru,i) obtained by Eq. 9, we calculate P (Cl|u) and
P (Cl|i):

P (Cl|u) =

∑
i∈I(u) P (Cl|ru,i)∑L

l′=1

∑
i∈I(u) P (Cl′ |ru,i)

. (10)

P (Cl|i) =

∑
u∈U(i) P (Cl|ru,i)∑L

l′=1

∑
u∈U(i) P (Cl′ |ru,i)

. (11)

Finally, we utilize Eq. 9 to recalculate P (Cl|ru,i) accord-
ing to the values of P (Cl|u) and P (Cl|i). Repeating the
calculation above until P (Cl|ru,i) converges, and we select
the clustering with largest P (Cl|ru,i) as the final clustering
that rating ru,i belongs to. Note that, from minimum cluster-
ing number Lmin to maximum number Lmax, we compute
weighted bipartite modularity QW during each iteration. It
is easy to find the maximum value of QW as well as the
corresponding optimal number L of co-clustering. Generally,
Lmin = 2, and Lmax is unknown. In this paper, according to
the research [41], we set Lmax =

√
|U | × |I|.

Figure 2 presents an example to show the corresponding
relationship between rating matrix and weighted bipartite
network during co-clustering process. As can be found in the
figure, the original rating matrix includes five users and six
items, which corresponds a weighted bipartite network having
five user nodes and six item nodes. After executing the co-
clustering process, the weighted bipartite network is divided
into four communities. Accordingly, the original rating matrix
also forms four clusterings. Each rating score can only belong
to a unique clustering; however, the user/item may belong to
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(a) The original user-item rating matrix (b) The user-item rating matrix after co-clustering

(c) The original weighted user-item bipartite network (d) The weighted bipartite network after co-clustering

Fig. 2. The corresponding relationship between rating matrix and weighted bipartite network during co-clustering

different clusterings. For example, r1,1 only belongs to C1,
but u1 is included in both C1 and C2, and i1 belongs to both
C1 and C3.

C. Rating prediction via localized low-rank matrix factoriza-
tion

After finishing co-clustering with the optimal clustering
number, to reduce the size of processing data and eliminate
the interference of non-related rating information, we utilize
localized low-rank matrix factorization to predict rating scores
for un-rated items in each individual clustering.

The low-rank matrix factorization can approximate a rating
matrix RM by a multiplication of K-rank factor:

RM|U |×|I| ≈ X|U |×K × YK×|I| = R̂M |U |×|I|;

s.t. X|U |×K ≥ 0, Y|I|×K ≥ 0,K � min(|U |, |I|),
(12)

where R̂M |U |×|I| indicates the matrix of predicted rating
scores. Traditionally, the low-rank matrix factorization can be
summarized by minimizing:

min
X,Y
F (RM,X, Y ) = ||RM|U |×|I| −X|U |×KYK×|I|||2F ;

s.t. X|U |×K ≥ 0, Y|I|×K ≥ 0,K � min(|U |, |I|),
(13)

where || ∗ ||2F indicates the Frobenius norm. However, a
practical RM often contains a large number of missing values,
we only need to factorize the observed ratings. Here, for

each individual clustering Cl, we insert an incidence matrix
Ã (Eq. 4) into classical low-rank matrix factorization:

min
X,Y
F
(
RMCl , X, Y

)
=

1

2

|U(Cl)|∑
u=1

|I(Cl)|∑
i=1

ÃCl
u,i

[
RMCl

u,i −

(
K∑

k=1

Xu,kYk,i

)]2
;

s.t. X|U(Cl)|×K ≥ 0, Y|I(Cl)|×K ≥ 0,

K � min(|U(Cl)|, |I(Cl)|).

(14)

According to the research [42], the performance of low-rank
matrix factorization has a crucial relation with initialization
of X and Y , because random initialization often leads to
higher predicted rating scores for users who actually have
lower rating scores. In the proposed approach, we initialize
X and Y through the rating values of r̄C(ru,i), r̄C(u), r̄C(i),
r̄u, and r̄i:

K∑
k=1

Xu,k = r̄C(ru,i) +
(
r̄u − r̄C(u)

)
,

K∑
k=1

Yk,i = r̄C(ru,i) +
(
r̄i − r̄C(i)

)
.

(15)

A locally optimal solution of Eq. 14 can be found by perform-
ing gradient descent in feature vectors Xu,k and Yk,i:

∂F
∂Xu,k

=

=

|U(Cl)|∑
u=1

|I(Cl)|∑
i=1

ÃCl
u,i

[(
−RMCl

u,iYk,i

)
+

K∑
k=1

Xu,kY
2
k,i

]
= −ÃCl

u,i

[(
RMClY T

)
u,k
−
(
XY Y T

)
u,k

]
(16)
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∂F
∂Yk,i

=

=

|U(Cl)|∑
u=1

|I(Cl)|∑
i=1

ÃCl
u,i

[(
−RMCl

u,iXu,k

)
+

K∑
k=1

X2
u,kYk,i

]
= −ÃCl

u,i

[(
XTRMCl

)
k,i
−
(
XTXY

)
k,i

]
(17)

According to the gradient descent, we give

X
(t+1)
u,k = X

(t)
u,k − λu,k

∂F
∂X

(t)
u,k

,

Y
(t+1)
k,i = Y

(t)
k,i − ηk,i

∂F
∂Y

(t)
k,i

.

(18)

In this paper, we set

λu,k =
X

(t)
u,k

ÃCl
u,i (XY Y T )u,k

, ηk,i =
Y

(t)
k,i

ÃCl
u,i(X

TXY )k,i
.

(19)
Then, we can obtain the update rules for Xu,k and Yk,i,
respectively:

X
(t+1)
u,k = X

(t)
u,k −

X
(t)
u,k

ÃCl
u,i (XY Y T )u,k

∂F
∂X

(t)
u,k

= X
(t)
u,k +

X
(t)
u,kÃ

Cl
u,i

[(
RMClY T

)
u,k
−
(
XY Y T

)
u,k

]
ÃCl

u,i (XY Y T )u,k

= X
(t)
u,k +

X
(t)
u,k

(XY Y T )u,k

(
RMClY T

)
u,k
−X(t)

u,k

= X
(t)
u,k

(
RMClY T

)
u,k

(XY Y T )u,k
(20)

Y
(t+1)
k,i = Y

(t)
k,i −

Y
(t)
k,i

ÃCl
u,i (XTXY )k,i

∂F
∂Y

(t)
k,i

= Y
(t)
k,i +

Y
(t)
k,i Ã

Cl
u,i

[(
XTRMCl

)
k,i
−
(
XTXY

)
k,i

]
ÃCl

u,i (XTXY )k,i

= Y
(t)
k,i +

Y
(t)
k,i Ã

Cl
u,i

(XTXY )k,i

[
(XTRMCl)k,i

]
− Y (t)

k,i

= Y
(t)
k,i

(
XTRMCl

)
k,i

(XTXY )k,i

(21)

Finally, we adjust and update Xu,k and Yk,i along the
gradient descent direction until convergence. Then, according
to equation 22, we make prediction for the rating score pu,i
of user u on item i:

pu,i =

K∑
k=1

Xu,kYk,i (22)

D. Procedures of the proposed approach

In order to provide satisfying recommendations for a new
user without utilizing additional information, our proposed

approach mainly adopts the following three aspects: (1) map-
ping rating matrix of niche items to a user-item weighted
bipartite network; (2) presenting a novel weighted bipartite
modularity to conduct the co-clustering of weighted bipartite
network; (3) executing localized low-rank matrix factorization
to predict rating scores of un-rated items in each individual
clustering. The detailed procedures of the proposed approach
can be summarized in Algorithm 2.

V. EXPERIMENTS

In this section, we first give the introduction about the
experimental datasets and metrics. Then, we present how to
select the optimal number of co-clustering. Beside that, we
make comparative experiments to examine the performance
of our proposed approach on two real-world datasets.

A. Experimental setting and evaluation metrics

In our experiments, two real datasets MovieLens10M and
Netflix were utilized to evaluate the proposed approach, the
detailed information about two datasets can be found in table I.
For each dataset, we utilized user-based 5-fold cross validation
methodology to conduct evaluation. First, we split users into
five equally sized groups. In each cross-validation stage, we
kept users from four of the groups (80% users) in the training
users, and the remaining 20% users in the fifth group as
testing users. Further, the ratings of each testing user were
randomly split into two subsets: training ratings and testing
ratings. Similarly with other related methods [14], [35], [36],
we defined users who have no more than 20 ratings as new
users, to ensure each test user as a new user, we randomly
removed ratings thus making each test user own at most 20
ratings in training ratings and at least 1 rating in test ratings.

To evaluate the performance of our proposed approach,
precision and recall metrics were utilized to measure the
recommendation accuracy. Furthermore, we employed mean
novelty (MN) and mean personality (MP) [43] to measure the
diversity of recommendations.

Precision metric indicates the percentage of a target user’s
relevant recommended items in all recommended items. And
recall metric denotes the proportion of a target user’s relevant
recommended items in her/his total number of relevant items.
It is worth noting that the higher values of two metrics,
the better accuracy of recommendations. Supposing that Ns

represents the number of recommended items for a new user,
Nr means the number of items preferred by the new user,
Nrs indicates the amount of the new user’s relevant items that
appear in the recommendation list. The precision and recall
metrics are defined as follows:

Precision =
Nrs

Ns
, Recall =

Nrs

Nr
. (23)

MN denotes the recommendation novelty [43], which com-
putes the fraction of users who rated each item in the recom-
mendation list, and then calculates the sum over all items in
the set of recommendation Recu(N) to obtain the novelty of
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Algorithm 2 Proposed approach
Input: Rating matrix RM and a new user nu
Output: N number of recommendations for a new user nu

N : Number of items recommended to the new user nu
INIC : The set of niche items
Î(nu): The set of items which the new user nu has not rated yet
Cl(Î(nu)): The set of items that have not been rated by the new user nu in clustering Cl

pnu,i : Predicted rating score of the new user nu on item i
1: INIC = NIEA(RM)
2: Construct the rating matrix RMNIC based on the ratings of INIC in RM
3: Map RMNIC to a user-item weighted bipartite network
4: Q = 0; L = 0
5: for L

′
= Lmin to Lmax do

6: for each rating score ru,i ∈ RMNIC do
7: Randomly initialize probability P (Cl|ru,i), so that

∑L
′

l=1 P (Cl|ru,i) = 1
8: end for
9: for each rating score ru,i ∈ RMNIC do

10: repeat
11: Compute P (Cl|u) and P (Cl|i) according to equations 10 and 11, respectively
12: Utilize values of P (Cl|u), P (Cl|i) to recalculate P (Cl|ru,i) according to equation 9
13: until P (Cl|ru,i) is convergence
14: Select a clustering having largest P (Cl|ru,i) as the final clustering that ru,i belongs to
15: end for
16: Compute the value of weighted bipartite modularity QW according to equation 8
17: if Q ≤ QW then
18: Q = QW ; L = L

′

19: end if
20: end for
21: Obtain the user-item weighted bipartite network that has the optimal clustering number L
22: Reconstruct the rating matrix according to obtained user-item weighted bipartite network
23: for l = 1 to L do
24: Initialize the low-rank matrix X and Y of RMCl according to equation 15
25: Train the low-rank matrix X and Y according to equations 20 and 21 until convergence
26: for each item i ∈ Cl(Î(nu)) do
27: Predict the rating score pnu,i for the new user nu on item i based on equation 22
28: end for
29: end for
30: The top N items with the highest pnu,i are recommended to the new user nu

user u ∈ U . Finally, we count the average novelty value of all
users U .

MN(N) = − 1

|U |
∑

1≤u≤|U |

∑
i∈Recu(N)

log2fi, (24)

where fi means the fraction of users who have ever rated the
ith item.

The MP metric denotes the average value of overlap de-
gree between each pair of users’ recommended items [43].
Assuming there are two users i and j, we extract top N
number of recommendations Reci(N) and Recj(N), and
further normalize it to obtain the overlap degree between two
users’ recommendation list. It is obvious that an approach
owning higher recommendation diversity will have a larger

value of MP, vice versa.

MP (N) =

1− 1

N

2

|U |(|U | − 1)

∑
1≤i<j≤|U |

|Reci(N) ∩Recj(N)|. (25)

B. Selection of the optimal co-clustering number

The selection of optimal clustering number will directly
affect the efficiency of co-clustering. Our proposed approach
utilizes the weighted bipartite modularity (Eq. 8) to conduct
the co-clustering process. In order to clarify the relationship
between weighted bipartite modularity and the number of
clustering, we execute the co-clustering algorithm by directly
assigning the clustering number L to be doubling from 2 until
219, with each value running for 10 times. Figure 3 describes
the relationship between weighted bipartite modularity and the
number of clustering L in the MovieLens10M and Netflix,
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(a) MovieLens10M
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(b) Netflix

Fig. 3. Weighted bipartite modularity versus the number of co-clustering on the (a) MovieLens10M and (b) Netflix datasets

TABLE VII
STATISTICS CORRESPOND TO THE MAXIMUM QW

B ON MOVIELENS10M
AND NETFLIX DATASETS

MovieLens10M Netflix
Number of clustering 2,048 16,384

Average rating number of each clustering 373,245 520,810
Average user number of each clustering 1,237 1,429
Average item number of each clustering 325 364

Weighted bipartite modularity QW
B 0.746 0.769

respectively. As can be found in the figure, different values
of L correspond to different weighted bipartite modularity. In
MovieLens10M dataset, the largest value of weighted bipartite
modularity appears when L is 211. On the other hand, Netflix
dataset contains larger amount of users and items, the weighted
bipartite modularity QW reaches the maximum value when
the number of clustering L = 214. Because the larger value
of QW , the better structure of bipartite network, we can
obtain the optimal number of clustering on the MovieLens10M
and Netflix datasets, respectively. Table VII demonstrates
the statistics correspond to the largest value of QW on
MovieLens10M and Netflix. As shown in the table, for the
MovieLens10M dataset, the largest QW is almost equal to
0.746, and each clustering includes average number of 373,245
ratings of 1,237 users on 325 items. On the Netflix dataset, the
largest QW reaches almost 0.769, and each clustering contains
average number of 520,810 ratings of 1,429 users on 364
items.

C. Experimental results and comparative analysis

To evaluate the performance of the proposed approach, we
make comparisons with a number of related approaches as
well as the traditional UBCF. It is worth noting that in order
to ensure the fairness, all of the comparative approaches do not
require additional information, they only utilize rating matrix
RM to provide recommendations for new users.

• UBCF [34]. The traditional UBCF predicts rating scores
based on the rating information of the neighbor of a
new user. More detailed information can be found in
Section II.

• ICBCF (Improved covering-based CF) [44]. Our previ-
ous work which utilized covering reduction to remove
the redundant users from the neighbor of a new user,
and used the remaining reduct-users to make predictions
and recommendations. According to [44], the decision
class comprised the top 95% of items that have the fewest
ratings in our experiment.

• LRMF (Low-rank matrix factorization) [45]. LRMF de-
composes approximately high-dimensional rating matrix
into low-dimensional user factor matrix and item factor
matrix. Because genres of items in MovieLens10M are
divided into 18, in LRMF and our proposed approach,
the low-rank K was set to 18 in the course of the
experiments.

• IGCF (Item-global CF) [15]. A profile expansion ap-
proach that can alleviate the new user cold-start by
utilizing item-global rating expansion. Rating information
of selected similar items is used to expend a target user’s
rating profile. According to [15], the best performances
are obtained with the number of selected items no more
than 10. Thus, in our experiment, the number of items
added to the rating profile was set as 10.

• ULCF (User-local CF) [15]. Another expansion approach
that performs very well and significantly improves the
precision of recommendations. This approach expands
the profile according to the selected rated items of a
new user’s neighbor. Same as IGCF, to gain the best
experimental values, we set the number of selected items
as 10 in our experiment.

• PFCF (Positive-only feedback CF) [46]. A memory-
based CF approach that aims to alleviate new user cold-
start by only utilizing reliable neighbors (warm users)
to provide satisfactory recommendations for new users.
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TABLE VIII
RESULT OF ACCURACY METRICS (PRECISION AND RECALL) ON THE MOVIELENS10M DATASET

#Recommendations precision values
UBCF ICBCF LRMF IGCF ULCF PFCF Ours

N = 2 0.872±0.002 0.902±0.004 0.834±0.002 0.894±0.003 0.879±0.003 0.897±0.003 0.934±0.004
N = 4 0.875±0.003 0.913±0.002 0.825±0.003 0.897±0.004 0.883±0.004 0.891±0.004 0.939±0.002
N = 6 0.879±0.002 0.904±0.003 0.829±0.002 0.891±0.002 0.885±0.002 0.886±0.002 0.931±0.003
N = 8 0.883±0.004 0.895±0.002 0.834±0.005 0.885±0.004 0.881±0.002 0.882±0.005 0.924±0.002
N = 10 0.878±0.002 0.887±0.004 0.827±0.002 0.879±0.002 0.872±0.005 0.875±0.002 0.916±0.005
N = 12 0.862±0.002 0.881±0.003 0.831±0.003 0.872±0.003 0.861±0.004 0.868±0.004 0.904±0.002
N = 14 0.856±0.005 0.878±0.002 0.823±0.003 0.867±0.003 0.854±0.002 0.859±0.005 0.893±0.004
N = 16 0.851±0.002 0.864±0.004 0.814±0.004 0.861±0.002 0.846±0.005 0.852±0.003 0.886±0.002
N = 18 0.845±0.003 0.859±0.002 0.805±0.002 0.855±0.004 0.835±0.004 0.847±0.002 0.876±0.003

#Recommendations recall values
UBCF ICBCF LRMF IGCF ULCF PFCF Ours

N = 2 0.144±0.012 0.156±0.014 0.117±0.021 0.161±0.012 0.142±0.012 0.158±0.011 0.203±0.018
N = 4 0.181±0.016 0.204±0.016 0.149±0.017 0.217±0.015 0.184±0.015 0.193±0.013 0.264±0.011
N = 6 0.223±0.011 0.256±0.011 0.175±0.015 0.259±0.016 0.239±0.018 0.236±0.015 0.327±0.015
N = 8 0.264±0.013 0.305±0.017 0.217±0.013 0.308±0.019 0.271±0.014 0.278±0.017 0.368±0.012
N = 10 0.308±0.009 0.349±0.014 0.247±0.018 0.347±0.021 0.312±0.012 0.331±0.013 0.397±0.017
N = 12 0.341±0.017 0.387±0.018 0.285±0.012 0.381±0.009 0.358±0.019 0.371±0.014 0.431±0.013
N = 14 0.388±0.012 0.431±0.012 0.318±0.014 0.445±0.015 0.381±0.014 0.419±0.011 0.465±0.012
N = 16 0.426±0.014 0.463±0.017 0.352±0.016 0.476±0.012 0.422±0.012 0.451±0.018 0.492±0.017
N = 18 0.449±0.017 0.502±0.011 0.393±0.018 0.509±0.017 0.459±0.017 0.495±0.015 0.533±0.014

TABLE IX
RESULT OF ACCURACY METRICS (PRECISION AND RECALL) ON THE NETFLIX DATASET

#Recommendations precision values
UBCF ICBCF LRMF IGCF ULCF PFCF Ours

N = 2 0.761±0.002 0.781±0.003 0.682±0.003 0.783±0.003 0.768±0.003 0.776±0.002 0.822±0.003
N = 4 0.773±0.003 0.787±0.002 0.705±0.004 0.791±0.002 0.773±0.004 0.781±0.003 0.835±0.002
N = 6 0.779±0.002 0.780±0.004 0.692±0.002 0.804±0.002 0.762±0.005 0.789±0.004 0.846±0.005
N = 8 0.768±0.004 0.772±0.005 0.672±0.005 0.811±0.004 0.771±0.002 0.796±0.002 0.857±0.004
N = 10 0.757±0.002 0.766±0.003 0.655±0.004 0.805±0.003 0.783±0.004 0.787±0.005 0.848±0.004
N = 12 0.751±0.003 0.760±0.004 0.647±0.002 0.792±0.002 0.776±0.003 0.781±0.004 0.832±0.003
N = 14 0.745±0.004 0.757±0.002 0.656±0.004 0.784±0.004 0.763±0.002 0.773±0.003 0.827±0.004
N = 16 0.737±0.002 0.751±0.002 0.648±0.003 0.772±0.002 0.756±0.004 0.765±0.002 0.819±0.002
N = 18 0.731±0.004 0.743±0.004 0.636±0.004 0.768±0.003 0.743±0.005 0.754±0.004 0.803±0.005

#Recommendations recall values
UBCF ICBCF LRMF IGCF ULCF PFCF Ours

N = 2 0.089±0.011 0.108±0.016 0.062±0.016 0.114±0.014 0.098±0.015 0.103±0.013 0.136±0.018
N = 4 0.131±0.017 0.143±0.018 0.088±0.017 0.146±0.016 0.135±0.012 0.154±0.015 0.184±0.014
N = 6 0.159±0.019 0.197±0.019 0.113±0.014 0.184±0.017 0.168±0.019 0.198±0.018 0.235±0.015
N = 8 0.187±0.012 0.243±0.013 0.139±0.012 0.213±0.012 0.204±0.013 0.236±0.014 0.278±0.012
N = 10 0.215±0.014 0.275±0.015 0.161±0.019 0.253±0.015 0.245±0.011 0.274±0.012 0.334±0.016
N = 12 0.258±0.018 0.321±0.012 0.206±0.017 0.289±0.012 0.287±0.016 0.302±0.011 0.378±0.019
N = 14 0.294±0.012 0.374±0.018 0.243±0.015 0.324±0.018 0.328±0.008 0.345±0.016 0.421±0.012
N = 16 0.337±0.018 0.418±0.010 0.283±0.012 0.364±0.015 0.369±0.014 0.371±0.014 0.468±0.016
N = 18 0.386±0.013 0.455±0.014 0.305±0.016 0.417±0.009 0.401±0.012 0.418±0.019 0.492±0.013

According to [46], the size of warm neighbors was set as
10 in our experiment.

It is worth noting that in all of our experiments, we
utilized Pearson correlation coefficient (Eq. 1) to calculate
similarity, and the weighted sum (Eq. 2) to predict rating
scores. The top N items having highest predicted rating scores
are recommended to new users. According to [34], we set
the size of neighbors T = 20. Furthermore, to compute the
precision and recall metrics, we set rating threshold θ = 3, it
means items that were rated no less than 3 will be considered
as relevant items. The number of recommendations N was
treated as {2, 4, 6, ..., 18}. We treat hyper-parameters α and β
in co-clustering as 0.00,000,001. Note that, the ratio threshold
H has a significant effect on our proposed approach. Based
on statistical results obtained from MovieLens10M and Netflix
in tables II and III, we have concluded that after sorting all
items by descending order based on the number of ratings,

the top 5% items correspond to about 50% of the ratings. So
in our experiment, we treat the ratio threshold H = 0.95,
it indicates the top 95% of items which have the minimum
ratings are treated as niche items, and the remaining 5% items
are considered as popular items.

Tables VIII and IX show the results of precision and
recall metrics on the MovieLens10M and Netflix datasets,
respectively. As can be found in the tables, with increasing
the number of recommendations, the values of precision
metric have different variation trend; however, recall values
of all approaches increase as the number of recommenda-
tions increases. Values of precision and recall for the LRMF
are lower than the traditional UBCF, indicating that LRMF
cannot improve recommendation accuracy of UBCF. On the
other hand, results of ICBCF, IGCF, ULCF, PFCF, and our
proposed approach outperform UBCF with N = 2 to 18.
It is worth noting that our proposed approach performs best
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Fig. 4. Result of diversity metrics (MN and MP) on the MovieLens10M dataset
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Fig. 5. Result of diversity metrics (MN and MP) on the Netflix dataset

on both precision and recall metrics, it attains highest values
(precision is approximately equal to 0.939, recall is almost
0.533) when N = 4 and 18, respectively. Because higher
values of precision and recall indicate better recommendation
accuracy, indicating that our proposed approach outperforms
other related approaches in terms of recommendation accuracy.

Figure 4 demonstrates the average values of MN and MP
metrics on the MovieLens10M dataset. As shown in the figure,
experimental values of both MN and MP for all approaches
increase with the number of recommendation increases. The
traditional UBCF has lowest values of MN and MP, indicating
that other related approaches can improve recommendation
diversity of UBCF effectively. Furthermore, both MN and
MP of our proposed approach are greatly higher than other
related approaches, indicating that our proposed approach
outperforms the other approaches in terms of MN and MP on
the MovieLens10M dataset. Figure 5 shows the values of MN
and MP metrics on the Netflix dataset. From the figure we can

find that both MN and MP metrics for all approaches increase
with increasing the number of recommendations. Although
the experimental values of MN and MP are almost the same
when N = 2, our proposed approach increases faster than
other related approaches. For the MN metric, ULCF approach
outperforms the traditional UBCF slightly; on the other hand,
our proposed approach and ICBCF increase the value of
UBCF clearly, and our proposed approach is higher than
ICBCF greatly. For the MP metric, the IGCF, LRMF, PFCF,
and ULCF have nearly the same values, and our proposed
approach and ICBCF obviously have higher MP values than
other approaches, showing that our proposed approach and
ICBCF can enhance MP of recommendations significantly. It is
noticeable, however, that MP values of our proposed approach
are higher than ICBCF as the number of recommendation
increases. Therefore, we can draw a conclusion from figures 4
and 5 that the recommendation diversity of the proposed
approach outperforms that of the other approaches, and can
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provide a wider variety of recommendations for a new user.
Experimental results demonstrate that, by utilizing only

rating matrix, the proposed approach can produce recommen-
dations for a new user with satisfying accuracy and diversity at
the same time. In order to reflect a new user’s true preference
and prevent over-fitting recommendation problem effectively,
our proposed approach employs rating information of niche
items to construct a weighted bipartite network. Further, a
novel weighted bipartite modularity is present to acquire the
optimum number of co-clustering. Users in a same clustering
can not only have same rating characteristics but also own
interests on more types of items (i.e., not only popular items).
It leads recommendations generated from each clustering can
have a wider variety, so the recommendation diversity has
been improved. Moreover, after obtaining each individual clus-
tering, a localized low-rank matrix factorization is executed
to eliminate the influence of irrelevant users and items, thus
predicted rating scores can represent a new user’s true ratings
more accurately. Therefore, the recommendation accuracy is
also enhanced in both MovieLens10M and Netflix datasets.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we present a novel recommendation approach
via bipartite network to solve the new user cold-start problem
in UBCF. This approach constructs a novel weighted bipartite
modularity to conduct the co-clustering between users and
items, and utilizes the localized low-rank matrix factorization
to predict rating scores of un-rated items. We have demon-
strated the superior performance of our proposed approach
over the state-of-the-art approaches by experiments on two
real-world datasets and summarized the enhancement of our
proposed approach in not only the accuracy but also the
diversity of recommendations. Because of obtaining the opti-
mal number of co-clustering by weighted bipartite modularity
and implementing rating prediction through the localized low-
rank matrix factorization, the proposed approach achieves
significant improvements in both the accuracy and diversity of
recommendations while only utilizing the rating matrix rather
than any other special additional information.

Future work should concentrate on further improving the
co-clustering algorithm and matrix factorization. Because co-
clustering algorithm in this paper only implements hard clus-
tering, resulting in a rating only belongs to one clustering;
however, in practical RSs, the boundaries between users or
items are not particularly clear. Moreover, matrix factorization
is easy to fall into local optimum. Thus these issues will be
the focus of our future work.
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