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Abstract 

The thermal workpiece’s deformation in end-milling process has significant effect on 

accuracy of machining. In-process direct measurement of workpiece deformation is difficult 

because of machining process disturbance. On the other hand, local temperatures of workpiece 

can be easily and accurately measured by common measuring methods. The objective of this 

research is to develop a method to monitor the workpiece’s deformations. In order to estimate 

workpiece’s thermal states in small-lot production, a sensor-configured thermal simulation has 

been proposed by combining local temperature measurements and thermal simulation. To 

accelerate the process time, an empirical modeling method to estimate workpiece’s 

deformation from measured temperatures is introduced. It is indispensable to select appropriate 

measuring points for reliable estimation. In order to establish a relationship between thermal 

deformation and temperatures of measuring points in various machining situation, a statistic-

based selection method is proposed by using the Multiple Linear Regression (MLR) method. 

By using FEM-based thermal simulation during end-milling process, predicted time-series of 

deformation at the machining point are regarded as output variable while time-series of 

temperature of measuring points are regarded as input variables. The number of measuring 

points are determined by evaluating Akaike's Information Criterion (AIC) and effective 

measuring points are selected by using p-value index. Proposed systematic construction method 

is evaluated by simulation-based case studies. A constructed temperature-based model for 

workpiece’s deformation shows good agreement to the deformation calculated by the FEM 

simulation. The constructed model can represent workpiece’s deformation with the minimum 

number of measuring points. After discussing the accuracy of proposed statistic model in 

various boundary conditions which correspond to various end-milling situation, two modified 

statistic model, such as modified coefficient statistic model (MCSM) and the adjusted statistic-
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model (ASM), were proposed to achieve more suitable expression of the relationship between 

monitoring points temperature and thermal deformation at machining point of workpiece 

surface. The error analysis of two modified statistic model were respectively discussed. 

Consequently, MCSM and ASM are both more accuracy to describe the relationship between 

temperature of monitoring points and thermal deformation at machining point in various 

boundary condition. In addition, only when the ranges of the machining parameters are known 

in advance, MCSM is preferred to describe the relationship between temperature of monitoring 

points and thermal deformation at machining point rather than initially proposed statistic model. 

Keywords: Statistic model, numerical simulation, MLR, error analysis, end-milling  
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1 Introduction 

The Digital Twinning is one of the fast-evolving digital technologies that support the 

digital transformation of the structural engineering to enable optimal decision support for 

improving the management, reliability, and sustainability of structures [1,2]. The Digital 

Twinning concept, originally conceived as a digital replica to a physical asset, was first coined 

in 2002 by Michael Grieves at the University of Michigan [3] although its first practical 

application to structures took place in 2012 in the aerospace sector [4,5]. 

End-milling is one of the most important machining process, which are satisfied with the 

requirement of high quality and agile production [6,7]. Comparing with near-net shape (NNS) 

methods such as additive manufacturing, the finish machining method of end milling process 

is certainly advantaged in manufacturing industry, especially in complex 3-dimentional parts 

or small-lot productions, which are almost low-cost, versatile, effective and accurate. Hence, 

end-milling is widely evaluated as promising machining method for finish machining of NNS 

parts in various industry, such as aerospace, automotive and military industry[8]. However, 

during the end-milling process, the size and shape of workpiece are correspondingly changed 

by temperature change, which has seriously effective on tool life and material removal rate. At 

last, the desired shape and dimensions of parts are hardly guaranteed. It is well-known that the 

main goal for manufacturing industries are high productive and low cost in addition to better 

surface finish and dimensional accuracy. As well as the quality of the machined part, the tool 

deflection, tool life, cutting force and vibration are directly influenced by temperature [9,10]. 

Therefore, the evaluation of thermal distribution is the key factor for guaranteeing the accuracy 

of parts, which are simultaneously benefit for conducting temperature monitoring to evaluate 

thermal deformation. In addition, the research result is also seriously benefit for conducting 

temperature monitoring of additive manufacturing and guaranteeing dimensional accuracy.  

https://www.sciencedirect.com/science/article/pii/S0926580522002060#bb0020
https://www.sciencedirect.com/science/article/pii/S0926580522002060#bb0025
https://www.sciencedirect.com/science/article/pii/S0926580522002060#bb0030
https://www.sciencedirect.com/science/article/pii/S0926580522002060#bb0035
https://www.sciencedirect.com/science/article/pii/S0926580522002060#bb0040


 

2 

 

1.1 Research Background 

Machining is the most widely used process in manufacturing industry since the 18th 

century, in which a desired shape and size of production is completely manufactured by a 

material removal process[11]. End-milling is an indispensable procedure in the process of small 

batch high precision parts, heat is bound to be generated in the process of end milling, which 

will cause the temperature change of the workpiece. The change of material structure caused 

by processing temperature is an unfavorable factor for the overall fatigue and mechanical 

properties of the structure. Moreover, the thermal residual stress caused by temperature gradient 

in the workpiece will produce thermal deformation after the release of clamping at the end of 

processing, which will affect the final surface morphology of the workpiece. With the rapid 

development of the industrial, the demand for high-performance machining parts is also 

growing rapidly. The research on the thermal deformation of end milling, especially the thermal 

deformation of workpiece end, has been urgent. 

In industries with high quality requirements, an increasing number of difficult to process 

materials are being used, which have special properties such as superior strength, ultra-high 

hardness, and low thermal conductivity, resulting in considerably higher cutting temperatures 

during material removal. A large amount of heat is conducted to the workpiece in the process 

of processing, which will leave some residual stress on the surface of the workpiece after 

processing. 

Because some parts have the characteristics of complex structure and weak rigidity, the 

springback deformation caused by heat residual stress after clamping release will cause a large 

error on the whole part, which has a great impact on the dimensional accuracy control and 

assembly accuracy requirements in production and application. 

The development of manufacturing industry is included by advanced information and 

knowledge, modeling and simulation, advanced technology and equipment, system integration 
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and other key technologies [12]. Modeling and numerical simulation can drive and accelerate 

the development of related advanced manufacturing technology, which is regarded as an 

important method. According to the report of engineering technology in Committee of 

American Academy of Science, modeling and simulation technology can improve product 

quality by 5~15 times, increase material yield by 25%, reduce engineering cost by 13%~30%, 

reduce labor cost by 5%~20%, improve input equipment utilization rate by 30%~60%, shorten 

product design and trial production cycle by 30%~60% and so on[13].Simulation of machining 

process is an important part of digital manufacturing system [14]. It creates favorable 

conditions for the intelligence of the actual machining process through the effective prediction 

and optimization of various processing information in the machining system composed of 

machine tools, workpieces and tools, and also it is an important means to study and grasp the 

machining process. Numerical control machining simulation can be divided into geometric 

simulation and physical simulation according to whether physical factors are involved [15]. 

The cutting parameters, cutting force, and the other physical factors such as the machine tool, 

cutting tool and workpiece as a rigid body were not considered in geometric simulation, through 

the precise geometrical description, on the computer for processing cutting movement of the 

machine tool, cutting tool and workpiece in allowance removal process to obtain the dynamic 

display of the sense of reality, cut across to owe, collision test of machine tools and cutting 

tools, etc. Some advanced geometric simulation software, such as VERICUT [16], can also 

perform simple cutting load and speed (feed speed) optimization. Although process geometric 

simulation has many advantages, but the geometric simulation after all cannot fully reveal the 

real phenomenon and regularity of machining process, to guide the engineering application 

value by certain restrictions, so based on cutting force, cutting heat, factors such as machine 

tool dynamic characteristics has more value and significance of physics simulation, concern 

and attention. On the computer on the material removal rate, machine tools, cutting tools and 
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tooling system of power, heat and its dynamic change, to simulate the process of machining 

process can be observed visually physical properties, such as cutting trajectory, the chip 

formation process, stress field, temperature field, deformation and vibration movement form 

and characteristics of continuous or instantaneous parameters, such as, compensation for 

cutting parameter optimization, machining error prediction, improve Work efficiency and 

quality are of great significance and value [17].Currently, the research on geometric simulation 

is relatively comprehensive and in-depth, and many mature commercial processing simulation 

software has emerged, the typical one is UG of UGS Company in the United States. VERICUT 

developed by CGTech, Cimatron developed by Israel, MasterCAM developed by CNC 

Software, Virtual CNC developed by Predator, Camworks developed by Tesksoft, MPS 

developed by Huazhong University of Science and Technology and Tsinghua University, 

NCMPS developed by Harbin Institute of Technology, CAXA software developed by Haier 

Software Company of Beihang University, etc. However, due to objective reasons such as 

complex cutting mechanism and difficult modeling, there is no mature physical simulation 

system that can truly reflect the actual cutting process all over the world, and all research work 

is only in its infancy [18,19]. While the technology of digital had made considerable progress 

in recent decades. The concept of digital twin makes it possible to recognize the problems 

directly during machining processes, such as the deviations to the planning specifications or to 

derive targeted methods to the quality assurance and optimization of machining processes [20].  

Currently, the investigation about end-milling was an involve extensive research lessons, 

such as temperature evaluation of tools energy consumption and heat flow, microstructure, 

stress state, surface roughness of workpiece [11]. During the completely end-milling process, 

the poor machinability and the consequent limitation on productive, tool life and workpiece 

integrity are mainly caused by high temperature in the machining system. However, the reports 

with regard to the evaluation of actual temperature distribution in the field of finish machining 
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of NNS parts are few [21]. In order to deal with an in-process visualization method of 

machining support the state recognition of human operators in machining, an accurate state 

estimation technique was proposed, which was associated with series of data in the machine 

simulation. By the new visualization method, the in-process evaluation of workpiece 

temperature and thermal deformation distribution were obviously established. Moreover, the 

coexistence of the real phenomenon and visualized information were very helpful for the 

operators to organize their own sensation and indicated information [22]. At last, the accurate 

machining states under the dispersion of phenomena was estimated by a Sensor-based 

Simulation (SBS) method. From the practical view, however it is very difficult to measure and 

evaluate the temperature and thermal deformation of workpiece during the end-milling process. 

Therefore, most of surface quality inspection was typically conducted as a post-process 

operation. In order to conduct temperature monitoring and to predict thermal deformation in 

finish machining of NNS part, a new method of selecting appropriate temperature measurement 

location was proposed, which is based on temperature variations of workpiece in machining 

process. The temperature variations are calculated by extending a conventional machining 

finite element method (FEM) simulation. In order to accurately estimate the temperature 

distribution in the end-milling process with limited number of measurement points, the 

effectiveness of measurable points (EoP) method had been proposed [23]. By combining the 

temperature history curve of FEM simulation and evaluation about sensitivity to process 

variation, appropriate measuring points could be determined. However, the number and 

location of measuring points were hardly decided by EoP method. Consequently, a new 

workpiece measuring framework was developed, which was focused on variety of workpieces, 

machining sequence, grasping workpiece and temperature state. Although the proposed 

simplification method was hard to apply various workpiece’s shape, a statistic-based model 

simplification could generate simplified model.  
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1.2 Research Purpose 

The objective of this research is to develop a systematic method to secure the machining 

accuracy in small-lot end-milling operation. To achieve the objective, we investigate a 

systematic procedure for model-based process monitoring for in-process estimation of thermal 

deformations from measured temperatures. In order to establish a relationship between the 

thermal deformation of workpiece and temperatures of measuring points in various machining 

situation, a systematic estimation procedure of workpiece deformation is proposed. The 

procedure can be an initial research about highly efficient digital twinning of machining process 

for small-lot production. For the pre-process evaluation of the machining process, a FEM based 

simulation for end-milling process, which can simultaneously calculated the time-series 

temperature and thermal deformation. Based on the predicted time-series information, it is 

possible to determine the complex relationship between the time-series temperature and time-

series thermal deformation for various machining situation in advance. Consequently, in-

process estimation of thermal deformation from measured temperature becomes promising.  

 Research Objective： 

In order to research on statistical forecasting of thermal deformation in End-milling, it is 

necessary to establish a more accurate method of screening thermally sensitive point and 

develop a digital twists monitor system by understanding the mechanism of frictional heat 

generation, thermal conduction and manufactural behavior in end milling process. According 

to the advanced research result, the initial EoP model was established, which was validated by 

combining FEM(Finite Element Method) simulation and end-milling machining experiment. 

The initial EoP model was based on the predicted thermal behavior of workpiece calculated by 

pre-process process simulation and estimated process variations. Magnitude of temperature 

change and sensitivity to the process variation are utilized to formulate the criterion. 

Effectiveness of the criterion is evaluated at limited cases. However, it is hard to determine a 
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sufficient number of measuring points. Hence, the research objective of program was proposed 

a new conservative measuring strategy such as utilizing maximum sensors and/or introducing 

preliminary evaluation. Then, the monitoring system of machining process would be developed 

by combining heat conduction simulator for workpiece machining, parameter identification 

system for heat conduction, digital twinning system developed. 

1.3 Research construction 

In this project, a systematic estimation method of workpiece’s deformation is proposed. 

The relationship between the time-series of thermal deformations at machining points and 

temperatures in measuring points were analyzed by using Multiple Linear Regression (MLR) 

as a modeling tool, the data of which were completely conducted by FEM numerical simulation. 

In order to improve the effectiveness of temperature measuring points, the Akaike information 

criterion (AIC) and p-value were utilized to determine appropriate measuring points. After 

explaining proposed method, case studies for estimation of workpiece’s thermal deformation 

were introduced. Estimation results with selected measuring points were compared with the 

results in different measuring points. The proposed estimation model to relate between thermal 

deformations and temperatures on selected points of workpiece could utilize to monitor the 

end-milling process. Finally, the application and error of proposed model in different case were 

discussed.  

The research outline is shown as Figure 1.1. 
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Figure 1.1 Research outline 

In order to proposed a new conservative measuring strategy such as utilizing maximum 

sensors and/or introducing preliminary evaluation. The FEM simulation of workpiece’s 

temperature and deformation are conducted. Based on various FEM simulation of workpiece’s 

temperature series data, the new conservative measuring strategy is proposed. Then the 

parameter identification system is developed. In this step, the accurate parameters of heat 

source, heat conduct coefficient, specific heat and convective heat transfer coefficient are 

obtained. Finally, the statistical monitoring system of machining process would be developed 

by combining heat conduction simulator for workpiece machining, parameter identification 

system for heat conduction, digital twinning system developed.  
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The research work is mainly conducted as follow: 

Step 1: Heat conduction simulator for workpiece machining  

The ANSYS/APDL software is used in the heat conduction simulator for predicting the 

temperature distribution and evolution of workpiece during end-milling process. The material 

of workpiece is carbon steel S45C(JIS), of which the properties is consist of density, heat 

conduct coefficient and specific heat. The boundary conditions are initial temperature of 

workpiece, environment temperature, radius of end-milling tool, feed rate, interval distance 

between feed path and convective heat transfer coefficient, which is corresponding to the 

experiment condition. In order to analysis the effect factors of workpiece’s temperature 

distribution and evolution, the response surface method is used in the heat conduction simulator. 

The initial parameters of heat source, heat conduct coefficient and convective heat transfer 

coefficient are 573 W, 58 W/(m×℃) and 550 W/(m2×℃) respectively, which is change 50% as 

the up and down limitation. Hence, the total simulation groups is 13.  

In this step, with the heat source, heat conduct coefficient and convective heat transfer 

coefficient changing, the evolution of maximum and minimum temperature of workpiece is 

detailed obtained, which is also the preparation for conservative measuring strategy of 

candidate points proposed. 

Step 2: Parameter identification system for heat conduction problem 

When the temperature series data of most sensitive measuring point in workpiece under 

different simulation parameters during end-milling machining process are extracted, the typical 

FEM simulation parameters is used for actual experiment conducting. Then the experimental 

temperature series data of the same measuring point is also extracted. By comparing and 

analyzing FEM simulation results and experimental results in the same temperature measuring 

points, the detail FEM simulation parameters of heat source, heat conduct coefficient and 

convective heat transfer coefficient in different end-milling machining segment are obtained. 
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Meanwhile, the temperature series data of other measuring points in actual experiment are also 

extracted to validate the FEM simulation result of corresponding measuring points. Hence, the 

accuracy of FEM simulation parameters are completely guarantee. Final, the parameter 

identification system is totally established. 

In this step, it is necessary that temperature data at different time of measuring point in 

actual experiment is included by the range of different FEM simulation parameters result. The 

FEM simulation parameters are successfully identified. If not, the changing range of heat 

source, heat conduct coefficient and convective heat transfer coefficient have to be enlarged 

again. Hence, the accuracy of parameter identification system is suitability guarantee.  

Step 3: A new conservative measuring strategy of candidate points proposed  

The surface response method is used in the FEM simulation of workpiece’s temperature 

evolution and distribution in end-milling machining process, which is benefit for saving 

calculation resource and covering all factors changing. Based on the EOP model, the sensitive 

temperature changing point under different FEM simulation parameters of heat source, heat 

conduct coefficient and convective heat transfer coefficient is selected from limited candidate 

points. However, the sensitive point is only limited in the candidate points. The number and 

location of candidate points are uncertain, which also leads an uncertain error of EoP model. In 

order to decrease the error of EoP, a new conservative measuring strategy such as utilizing 

maximum sensors and/or introducing preliminary evaluation is initially proposed to ensure the 

number and location of candidate points selected, which is the statistic-based measuring points 

selection model.  

In this step, the most sensitive measuring point is accurately obtained by combining the 

statistic-based measuring points selection model and new conservative measuring strategy. 

Hence, the temperature series data of the most sensitive point during end-milling machining 

process is extracted, which is benefit and prepared for the parameter identification system 
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developed. The relationship between the time-series of thermal deformations at machining 

points and temperatures in measuring points were analyzed by using Multiple Linear 

Regression (MLR) as a modeling tool, the data of which were completely conducted by FEM 

numerical simulation. In order to improve the effectiveness of temperature measuring points, 

the Akaike information criterion (AIC) and p-value were utilized to determine appropriate 

measuring points.  

Step 4: Temperature prediction error and new model application  

In order to accurately and timely evaluate the temperature distribution of workpiece during 

end-milling process, the error model of measuring point’s temperature between FEM 

simulation and experiment is established. With the error model, the parameters, such as heat 

source and convective heat transfer coefficient, are timely improved to closely actual 

experiment parameter. The FEM simulation is more accuracy to predict the temperature 

distribution of workpiece. As the temperature distribution of workpiece is accurately predicted, 

the deformation prediction of workpiece is also accurate in the end-milling process. According 

to combining the surface integrity requirement and the thermal deformation prediction, the 

parameters of end-milling machining process is timely optimal. Meanwhile, the FEM 

simulation parameters is modified again by comparing experiment temperature series data with 

FEM simulation results. The thermal deformation of workpiece under new end-milling 

machining process parameters is periodically predicted. Then the parameters of experimental 

end-milling machining process are periodically modified until the high surface integrity 

requirement is satisfied. Finally, the new model application would be discussed by combining 

numerical simulation result and experimental measuring point temperature monitoring result, 

which is the closed-loop system and used to conduct workpiece machining and guarantee better 

surface integrity in end-milling machining process. 

In this step, the shorter period of parameters modification in experimental end-milling 
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machining process and parameters identification in FEM simulation are, the more surface 

integrity requirement satisfy. The error of the new model are also seriously important, which is 

systematically analysis in this program. 

 Research feature and innovation: 

 (1)In order to improve the accuracy of EoP model, the statistic-based measuring points 

selection model is initially proposed, which is benefit for analysis the error between FEM 

simulation and experiment simulation.  

(2)Comparing with the conventional FEM simulation research, the parameters of FEM 

simulation are variable value, which is real-time corresponding to the experiment result of 

measuring point during the end-milling process.  

(3)The application of statistic-based measuring points selection model is discussed. The 

multiple model is proposed by basing the statistic-based measuring points selection model. 

Hence, the FEM simulation is closely to visualize the actual temperature distribution of 

workpiece. 

1.4 The value of interdisciplinary research 

Combining information technology into conventional research discipline has been 

investigated as researches of Cyber-Physical System. The basic method of this research is 

applying statistic modelling to production field. To achieve appropriate results, it is not an 

application problem but a practical implementation based on the deep understanding of actual 

process. Through the implementation, an ideal procedure of the modelling can be polished and 

the applicability of the procedure will enhanced. This bi-directional interaction leads higher 

technological phase. In this research, simple application of standard statistic methods are not 

suitable because of lack of preliminary information. Therefore, a process simulation technology 

and process knowledge of end-milling process should be integrated to enhance the modeling 
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procedure. Moreover, this research can be accelerated when the advanced modelling method 

like Deep Learning is involved to this research. End-milling is one of the most important 

machining process, which is satisfied with the requirement of high quality and agile production. 

However, during the end-milling process, the friction heat between tool and workpiece is very 

larger, which is sharply increased the temperature of workpiece to lead thermal expansion 

generation. The error generation process of the end-milling is complex and affected by many 

peripheral conditions. Therefore, it is hardly to guarantee the dimension precision of workpiece, 

especially for location of heat source. In order to improve the dimension precision of workpiece 

during end-milling process, a quasi-empirical modeling method is proposed to real-time 

forecast the temperature and thermal expand of workpiece, which is possible by the rapid 

development of computer technology. Finite element method (FEM) is generally used in 

process simulation of end-milling. However, real-time calculation of FEM analysis is time 

consuming, especially for complex workpiece, which reduces the efficiency of process 

simulation in end-milling. Therefore, the Multiple Linear Regression (MLR) and Akaike 

Information Criterion (AIC) of statistic method are adopted to propose a quasi-empirical model 

to evaluate the complex relationship between the time-series temperature and time-series 

thermal deformation for various machining situation in advance. In addition, the time-series 

temperature is easy and convenient to measure by the temperature sensor during the end-milling 

process. Hence, in-process estimation of thermal deformation from measured temperature 

becomes promising by utilizing a quasi-empirical model, which is benefit for increasing the 

efficiency of guaranteeing dimension precision of workpiece during end-milling. 

1.5 The social value of research result 

 As one of Japanese competitive industries in world, machining industry including end-

milling operation generates large production value every years. Billions of workpieces are 
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produced by end-milling machining. Meanwhile, so many workpieces are disqualified by low 

dimension precision, which is partly effected by thermal expand. Therefore, if process 

monitoring with the quasi-empirical model is equipped in end-milling machine, the dimension 

precision of workpiece would be certainly guaranteed to improve the qualification rate of 

production. As the dimension precision of workpiece is guaranteed, the application range of 

end-milling would be extended. The more complex workpiece would be produced by end-

milling to further increase production value, which is also benefit for enhancing Japanese 

competitive end-milling industry. In addition, the cost of production would be obviously 

reduced, which is benefit for Japanese company to obtain more profit. 
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2 Survey of related research  

2.1 Thermal analysis models in machining 

So far, although the researchers from all over the world in order to better forecast 

and measure the cutting temperature and work for a large number of theories and 

experiments, but they mainly devoted to grinding, turning and other simple processing 

temperature field researches, there are little progress in milling progress, and milling 

machining mentioned is little achievements. The moving heat source method was 

proposed by Jaeger[24] in 1942, and most of analytical modeling work followed this 

idea, but the heat source model, heat distribution ratio and boundary condition of 

different models should be modified according to the specific cutting conditions. The 

current mainstream cutting temperature measurement methods include thermocouple 

method, optical/thermal radiation method, thermophysical effect method, etc. [25,26]. 

However, the existing technical methods are limited by the detection range and accuracy, 

so it is difficult to accurately measure the temperature field in the cutting deformation 

zone in the three-dimensional complex machining process. 

The moving heat source method was firstly introduced into the research of 

grinding heat conduction by Outwater [27], he believed that the grinding heat came 

from the shear surface, and the sliding heat source theory could be applied to analyze 

the workpiece heat conduction under the influence of the shear plane heat source. The 

criterion for the existence of grinding wheel continuous heat source was analyzed [28], 

an explanation of the grinding heat was mainly generated on the abrasive wear plane 

was given. The grinding heat converted to the workpiece, grinding wheel, chip and 

coolant were quantitatively analyzed and the boundary of thermal damage to the 

workpiece was predicted[29,30]. An oblique plane thermal analysis method was used 

to estimate the grinding temperature of deep grinding processes [31]. The influence of 

different grinding processes on temperature and heat distribution ratio under Minimum 

quantity lubrication (MQL) was investigated [32,33]. 

A lot of systematic and extensive temperature field modeling for right-angle 
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cutting were researched [34-37]. Komanduri[38-40] summarized this previous work 

and predicted the temperature distributions of chips, tools and workpieces using 

improved Jaeger and Hahn models and the mirror heat source method. The variation 

factor of workpiece and tool material heat characteristic varied according to the 

temperature. The factors of the thermal characteristics of workpiece and tool material 

with the temperature into consideration in cutting temperature modeling, which could 

determine the material thermal characteristic parameters under different temperatures 

combining moving heat source and iterative method[41]. Karpat[42] further applied 

Komanduri's method to modeling the temperature field of a negative fore-angle 

chamfering tool, besides the heat sources in the first and second deformation zones were 

considered, a dead zone heat source was added near the chamfering zone in the model, 

and the predicted temperature distributions on the workpiece, chip and tool were 

compared and verified with the finite element simulation results. 

The moving heat source method is suitable for the condition that the cutting heat 

source moves uniformly in a straight line, although this method can be reasonably 

revealed in cutting heat transfer law of two-dimensional cutting processes, such as 

grinding, right-angel cutting and so on, but there are in the process of milling cutter 

complex geometry, intermittent non-right angle cutting, variation of cutting thickness 

according to cutting time which were different from the two-dimensional cutting, 

moving heat source in response to these challenges seem to be powerless[43,44]. 

During milling, the heat source on the tool and the heat conductor remain relatively 

static, while the heat source in the workpiece moves on the surface of the heat conductor 

as the milling cutter rotates, so it is more difficult to establish the workpiece temperature 

model under the influence of the rotating heat source than the tool temperature field 

modeling. Based on the above reasons, the current achievements in terms of milling 

temperature field analytical modeling is not great, a little about the document of milling 

temperature field and more focus on the temperature distribution of cutting tools and 

its influence on the cutting tool service life and wear, the research reports about the 

temperature field of orthogonal milling workpiece end and its effect on the machined 
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surface quality are more difficult to find [45]. 

The heat source is separated into moving line heat sources during the solution, 

since the rotation angle and instantaneous cut thickness corresponding to each line heat 

source are different, the heat flux density on each line heat source is also different. 

Richardson established the relationship between the heat flux density of each line heat 

source and the average heat flux density of the arc surface heat source [46]. The average 

heat flux density of the arc surface heat source was calibrated by experiments, and the 

temperature field of the workpiece can be obtained by integrating the temperature rise 

function of each discrete line heat source within the tangent antenna. 

A good arrangement and review of the existing cutting temperature monitoring 

methods was conducted, among which the most important thermocouple method and 

optical/thermal radiation method occupy the majority of the application share in this 

field [47]. Since the thermocouple technology was applied to the turning temperature 

measurement test by Gottwein[48] in Germany and Shore[49] in the United States 

almost at the same time in 1920s, this traditional and practical method has been widely 

used by researchers engaged in cutting research for nearly a century. 

Thermocouple method can be divided into natural thermocouple method [50,51] 

artificial thermocouple method [52] and semi-artificial thermocouple method [53] 

according to different measurement methods. A method of measuring grinding 

temperature by metal film/workpiece thermocouple is proposed [54]. Li[55] measured 

tool temperature in hard turning by embedding a thin-film thermocouple array into a 

PCBN tool. Light/heat radiation method is based on the cutting heating radiation of 

infrared or color spectrum to indirectly determine the size of the cutting temperature, 

according to the different testing principles can be divided into infrared thermal imager 

(CCD) method [56,57] and optical fiber one-two-color thermometer [58] and other 

factions. Thermophysical effect law is a method to indirectly infer the cutting 

temperature based on some physical properties of materials easily affected by 

temperature, including metallographic structure method, microhardness method, 

coloring method and so on.  
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2.2 Temperature monitoring research of Thermal-structure in machining 

Thermal variation is important physical phenomena in cutting process. Cutting 

heat and cutting temperature caused by cutting heat, not only directly affect the tool 

wear and service life, cause the workpiece temperature rise, also directly affect the 

machining precision of workpiece (deformation) and the surface quality of the parts has 

been processed (work hardening, workpiece burn), etc., therefore, the study of the 

production of thermal and its variation, which is an important aspect of the metal cutting 

process. According to different modeling methods, the cutting temperature model can 

be divided into analytical model and numerical model. 

For the analytical calculation of cutting temperature, Jaeger[59]  first gives the 

analytical results of the approximate steady-state temperature distribution caused by a 

band heat source moving at a constant speed on the surface of a semi-infinite body as 

its action time approaches infinity, which is a classic example of the heat source method. 

This moving heat source model is of great significance to the theoretical calculation of 

cutting temperature and has become the theoretical basis of many analytical models of 

cutting temperature. The heat source on the shear surface moves at the cutting speed 

along the cutting direction of the semi-infinite body, and all the mechanical energy is 

converted to the shear energy on the shear surface, and the average temperature in the 

cutter-chip contact zone is predicted[60,61]. The shear surface heat source moves at a 

shear speed over a semi-infinite body, calculate the heat flux by assuming that all the 

mechanical energy is converted into heat energy. The heat conduction problem during 

chip formation is equivalent to the sliding contact heat conduction problem described 

by Jaeger moving heat source model [62]. The shear surface heat source is treated as 

plane heat source in the above models, so the predicted shear surface temperature is 

sometimes too high. A distributed heat source model to deal with the friction heat source 

on the front tool surface was used, so that the predicted temperature tends to be 

reasonable [45]. The model established by Wright [63] is similar to Boothroyd's model, 

but more complex assumptions are used to deal with the friction heat source on the rake 

surface. He treats the rake surface contact as partially plastic (viscous friction) and 
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partially elastic (sliding friction) contact. Venuvinod and Lau [64] used a modeling 

method similar to Loewen-Shaw's model to establish a slanting moving heat source 

model on the shear plane of a semi-infinite body, and adopted more general assumptions 

to make the model's adaptive surface wider. This model is the only analytical model 

which can be directly applied to 3d bevel cutting process. The tool temperature was 

calculated by assuming that the shear surface was a heat source with infinite roughly 

moving heat and uniform heat, and calculates the average temperature of tool front 

surface by simplifying the shear surface to an inclined moving surface heat source with 

the same speed and cutting speed. An analysis different from Jaeger's that the intensity 

distribution of the friction heat source on the knife-chip friction surface was proposed, 

which is not uniform in most cases and has a great influence on the friction temperature. 

He derived the formula for calculating the temperature distribution of the knife-chip 

friction surface and the formula for the average temperature distribution. Domestic and 

foreign researchers have done a lot of research work on the analytical calculation of 

cutting temperature field, but the theoretical analytical calculation of iron cutting 

temperature field is very little. Because theoretical analytical calculations need to 

simplify many conditions, in most cases, obviously unreasonable assumptions will be 

adopted; otherwise, the solution will not be obtained [65-69]. With the development of 

computer software and hardware technology, numerical calculation method has been 

widely used in the research of cutting temperature field [70-72]. Similar to the finite 

element prediction model of cutting force, the cutting temperature field is mainly 

simulated from the Angle of orthogonal cutting mechanism, and the numerical methods 

adopted include boundary element method [73,74], finite difference method [68,75,76] 

and finite element method [77-81]. Finite element method was used in Hamid and Wifi 

[82] et al researches to analyze thermal-mechanical coupling of discontinuous cutting 

process. In the three-dimensional finite element model, the shear and friction heat 

sources are regarded as uniformly distributed plane heat sources. The shear surface 

temperature and friction heat were calculated according to the capacity of loss in the 

cutting process, and then the mean temperature of the shear surface was calculated by 
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the formula of mean temperature in the steady cutting process. 

The numerical models of continuous cutting and iron cutting was established 

based on the finite difference method , which can be used to predict the temperature 

field of the tool and chip in the cutting process. In order to determine the transient 

temperature change of iron cutting, the cutting thickness is discretized with time, and 

each discrete cutting interval can be regarded as the steady cutter-chip temperature field 

[83]. The simulation results of continuous and discontinuous cutting agree well with 

the experimental temperature. The temperature model of waveform cutting edge blade 

based on Jaeger theory and plane blade temperature model was established by Li 

Zhenjia et al. [84] which could predict the tool iron cutting temperature. The theoretical 

predicted value was consistent with the experimental results. In addition, some 

researches were researching in the cutting temperature field based on the finite element 

model of a given heat source. 3d finite element method was applied to simulate the 

temperature distribution of the contact surface between the workpiece and the tool and 

the temperature distribution inside the workpiece in the process of high-speed milling 

aluminum alloy thin-walled parts [85]. In the simulation, the discontinuous cutting in 

high speed milling is simplified to continuous cutting, and the heat flux density is 

averaged over time to keep the total heat flowing into the workpiece in unit time 

unchanged. The model was assumed that the heat source in the iron cutting area is static, 

the action of the heat source in the iron cutting area was not considered before the time, 

and the discontinuous cutting characteristics of the iron cutting process would not be 

reflected. Therefore, the result of calculation is relatively rough. A finite element model 

was established for predicting the temperature field of workpiece iron cutting by 

considering the characteristics of discontinuous cutting in iron cutting. In the model, 

the heat source in the process of cutting workpiece from cutter tooth to cutter tooth was 

regarded as surface heat source. The surface heat source acts on the iron cutting surface, 

and the heat source intensity was equal to the superposition of all line heat source 

intensity generated by cutter tooth in the process of cutting workpiece once. The finite 

element model based on the given heat source was to load the known heat source as the 
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known boundary condition, to calculate the temperature field distribution. The 

advantage of this model was that it can directly reflect the heat conduction process of 

the cutting temperature field, but the disadvantage was that this method usually needs 

more assumptions to simplify the boundary conditions, and too many assumptions will 

reduce the truth of the simulation. 

2.3 FEM simulation of Thermal-structure in machining 

2.3.1 Heat conductive classic theory 

In the process of metal cutting, the heat conduction problem is characterized by 

the heat source has a certain shape and size, and it is dynamic and has a certain heat 

output, but the boundary conditions are mostly unknown. Therefore, heat source 

method is more suitable than traditional analytical method or numerical method for heat 

conduction in machining process. The heat source method is the solution of the solid 

differential equation of heat conduction. For those whose thermal conductivity is 

infinite and where the heat source is concentrated in a very small volume, the heat 

source method yields the simplest solution. Therefore, heat source method was 

conducted in this topic. 

① Differential equation of thermal conductivity 

First, the differential equation of heat conduction is established. Fourier proved by 

experiments [86], in solid heat conduction, heat flux is proportional to temperature 

gradient: 

                          𝑞 ∝
𝑑𝑇

𝑑𝑥
                           (2-1) 

Where q is heat flow density in the equation, 

                          q=
Q

A
                           (2-2) 

In above equation: 𝑄 -- heat flux;  

A-- Cross sectional area of heat flow 

By incorporating the proportionality constant, Equation (2-1) can be written as: 

                          𝑞﹣
𝑑𝑇

𝑑𝑥
                           (2-3) 
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Fourier's heat conduction law could be obtained by substituting equation (2-2) 

                         𝑄﹣𝐴
𝑑𝑇

𝑑𝑥
                          (2-4) 

The above formula applies to one-dimensional heat conduction, and is extended to 

multidimensional heat conduction. 

                        𝑄﹣A∂T/∂n                       (2-5) 

The physical meaning of constant proportionality is the heat flux density generated in 

an object per unit temperature gradient, known as the thermal conductivity of the 

material (thermal conductivity).  

The differential equation of solid heat conduction could be obtained by the 

principle of heat flux balance. The solid thermal conductivity model is shown in Fig. 

2.1. Take any piece of solid with volume V and corresponding interface S, and take 

micro element dS on the closed surface S. Then the temperature gradient in the normal 

direction n is: 

          
∂T

∂n


∂T

∂x
cos α +

∂T

∂y
cos β +

∂T

∂z
cos γ                 (2-6) 

In the formula, 
∂T

∂x
 , 

∂T

∂y
 , 

∂T

∂z
  are the temperature gradients in x , y  and z 

directions; 𝛼, 𝛽, 𝛾 are the included angles between the normal line n and the x, y 

and z coordinate axes respectively. 

Figure 2.1 Solid thermal conductivity analysis diagram 
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According to Fourier's law, the heat outflow through dS in unit time can be 

determined as: 

  − [
∂T

∂x
cos α +

∂T

∂y
cos β +

∂T

∂z
cos γ] 𝑑𝑆  

The sign of the above formula changed and double integral, the heat inflow of the 

whole interface S could be obtained: 

∬  [
∂T

∂x
cos α +

∂T

∂y
cos β +

∂T

∂z
cos γ] 𝑑𝑆

𝑆

 

The divergence theorem could be applied to transform the above equation into 

triple integral: 

∬  [
∂T

∂x
cos α +

∂T

∂y
cos β +

∂T

∂z
cos γ] 𝑑𝑆 =∭  [

𝜕

𝜕𝑥
(
∂T

∂x
) +

𝜕

𝜕𝑦
(
∂T

∂y
) +

𝜕

𝜕𝑧
(
∂T

∂z
)] 𝑑𝑉

𝑉𝑆

 

The left side of the equals sign represents the heat inflow through the interface S 

in unit time; The right-hand side is the heat absorbed per unit time by volume V. So this 

equation is consistent with the conservation of heat.  

In addition, according to the concept of heat conduction, the total heat in volume 

V is: 

∭𝑐𝑝𝑇(𝑥, 𝑦, 𝑧, 𝜏)𝑑𝑉

𝑉

 

The growth rate for time 𝜏 is: 

𝜕

𝜕𝑥
∭𝑐𝑝𝑇(𝑥, 𝑦, 𝑧, 𝜏)𝑑𝑉 =∭𝑐𝑝

𝜕𝑇

𝜕𝜏
𝑑𝑉

𝑉𝑉

 

The right side of equations (a) and (b) are different expressions of the same 

physical quantity, so it can be obtained: 

∭[cp
∂T

∂τ
-(

∂
2
T

∂x2
+

∂
2
T

∂y2
+

∂
2
T

∂z2
)]

𝑉

𝑑𝑉 = 0 

Since V is arbitrarily taken in the conducting product, the integrand function is 

identical 

𝑐𝑝
∂T

∂τ
(

∂
2
T

∂x2
+

∂
2
T

∂y2
+

∂
2
T

∂z2
) 
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Or 

                       
∂T

∂τ
𝑎 (

∂
2
T

∂x2
+

∂
2
T

∂y2
+

∂
2
T

∂z2
)                     (2-7) 

Where T is temperature, 𝜏 is time,  is thermal conductivity, c is specific heat 

capacity, 𝜌 is density, and 𝑎 is thermal diffusivity (𝑎/cρ). 

In equations (2-6) and (2-7) are three-dimensional unsteady thermal conductivity 

differential equations. 

② Temperature field of instantaneous point heat source 

The basis of heat source temperature field addition is the temperature at any 

moment after the heat source emits a certain amount of heat in infinite medium. The 

temperature field of point heat source is shown in Fig. 2.2. There is a transient point 

heat source at coordinate origin O, and its calorific value is 𝑄𝑂, the temperature rise of 

any point M(𝑥, 𝑦, 𝑧, 𝜏) (R is the distance from the origin O) at any time is T. 

 

Figure 2.2 Temperature field of point heat source 

According by formula (2-7), 

∂Q
O

∂τ
𝑎 (

∂
2
T

∂x2
+

∂
2
T

∂y2
+

∂
2
T

∂z2
) 

In the formula above, 𝜏 is time (s) 

Fourier transform of the above equation was taken, then: 

∂𝐹

∂𝜏
− 𝑎(𝛼2 + 𝛽2 + 𝛾2)𝐹 

In the formula above, 𝛼，𝛽，𝛾  represent the three components of the vector 

when the position of point M is represented by a vector, the magnitude of the vector 
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was assumed to be K, 𝐾2𝛼2 + 𝛽2 + 𝛾2 

The formula above could be transferred into below 

dF

F
-αK2dt 

Integrated both sides: 𝐼𝑛𝐹− 𝛼𝐾2𝑡 + 𝑐 

F(K,t)Aexp(-αK2t) 

The inverse Fourier transform of the above equation can be obtained: 

𝑇(𝑅, 𝑡)
A

(4παt)3/2
exp(

-R2

4αt
) 

According to the conservation of energy: 

Q
O

cρ
∫ 4π

∞

0

R2 A

(4παt)3/2
exp (

-R2

4αt
) dR 

After integrating the above equation: 

𝐴
Q

O

cρ
 

Therefore, the temperature rise generated by the instantaneous point heat source 

in the infinite conductor is: 

                       𝑇
QO

cρ(4παt)3/2
𝑒𝑥𝑝 (

-R2

4αt
)                      (2-8) 

Or 

                       𝑇
QO

cρ(4παt)3/2
𝑒𝑥𝑝 (-

x2+y2+z2

4αt
)                    (2-9) 

③ Temperature field of instantaneous finite-length heat source 

The instantaneous finite-length heat source model was shown in Fig. 2.3, there is 

a linear heat source of length L in the infinite thermal conductivity medium, which 

produces instantaneous heat. The linear heat source recombines with the Z-axis, and 

the calorific value is Q. 
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Figure 2.3 Temperature field of instantaneous finite-length heat source 

If any micro segment 𝑑𝑧𝑖 of line heat source is taken,, then 𝑑𝑧𝑖, segment heat 

source can be regarded as point heat source, and its calorific value is 𝑄𝑖𝑑𝑧𝑖, and the 

temperature rise generated by it at any point M(x, y,z) : 

                d𝑇
Qidzi

cρ(4παt)3/2
e

x2+y2+(z-zi)
2

4αt                   (2-10) 

Then, the total temperature rise generated by the whole heat source on point M is: 

T
Qi

cρ(4παt)3/2
e

-
x2+y2

4αt ∫ e
-
(z-zi)

2

4αt
L

0
dzi           (2-11) 

It was assumed that, 
z-zi

√4αt
𝑢, z-ziu√4αt, then -dzi√4αtdu, when 𝑧𝑖0, u

z

√4αt
, 

when ziL, u
z-L

√4αt
, the formula we can obtain shown as below, 

∫ e
-
(z-zi)

2

4αt

L

0

dzi√4αt∫ e-U2

du=

z

√4αt
, 

z-L

√4αt

√4παt

2
[erf (

z

√4αt
) -erf (

z-L

√4αt
)] 

The 𝑒𝑟𝑓 (
z

√4αt
)  in formula above is error function, its basic 

form
2

√π
∫ e-U2p

0
duerf(p), different p-value error function can be obtained by looking up 

the table. Therefore, the temperature field of the finite long line heat source is: 

  T
Qi

2cρ(4παt)
e

-
x2+y2

4αt [erf (
z

√4αt
) -erf (

z-L

√4αt
)]           (2-13) 

④ Temperature field of heat source with finite motion duration 

Now the temperature field of the heat source with finite duration of motion was 

established. Established the model of the heat source with finite length of motion as 
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shown in Fig. 2.4. It was assumed that a heat source with finite length of moving line 

L in z direction moves forward to x axis at velocity V, and the heat flux per unit time is 

𝑞𝑖. The temperature rise at any point M(x,y,z) of the workpiece after time t is required. 

The whole time process T is decomposed into numerous tiny time intervals 𝑑𝜏𝑖, and a 

tiny time interval 𝑑𝜏𝑖 at time 𝜏𝑖 is taken for analysis. At the time interval 𝑑𝜏𝑖, the 

heat generated by the instant moving line heat source 𝑞𝑖𝑑𝜏𝑖 , acts on the beginning 

moment t, the time from this moment to the observation moment is 𝜏 (𝜏 = 𝑡 − 𝜏𝑖), and 

the distance from the instant point M(x,y,z) to the heat source is 𝑥 − 𝑣𝜏𝑖. According to 

Formula (2-13) 

 

Figure 2.4 Heat source schematic diagram of moving finite length line 

  dT
qidτi

2cρ(4παt)
e

-
(x-vτi)

2+y2

4αt [erf (
z

√4αt
) -erf (

z-L

√4αt
)]           (2-14) 

Because of 𝜏𝑖 = 𝑡 − 𝜏, above formula could be transferred into  

  dT
qidτi

2cρ(4παt)
e

-
(x-vt+vτ)2+y2

4αt [erf (
z

√4αt
) -erf (

z-L

√4αt
)]           (2-15) 

Then the temperature rise caused by the heat source to the point M(x,y,z) in the 

whole movement process is: 

  T
qi

8cρπα
∫

e
-
(x-vt+vτ)2+y2

4αt

τ

L

0
[erf (

z

√4αt
) -erf (

z-L

√4αt
)] dτi           (2-16) 

Because of 𝑑𝜏 = −𝑑𝜏𝑖 , when 𝜏𝑖0 , 𝜏𝑖t, 𝜏0  , substituted into the above 

formula: 
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  T
qi

8cρπα
∫

e
-
(x-vt+vτ)2+y2

4αt

τ

L

0
[erf (

z

√4αt
) -erf (

z-L

√4αt
)] dτ           (2-17) 

In the above formula, 𝑥 − 𝑣𝑡 is the x-direction position of point M(x,y,z) at the 

observation time 𝜏𝑖t , namely the moving coordinate of x direction, which is 

represented by X, so 𝑥 − 𝑣𝑡 + 𝑣𝜏 = 𝑋𝑣 can be substituted into the above formula: 

T
qi

8cρπα
∫

e
-
(x+vτ)2+y2

4αt

τ

L

0
[erf (

z

√4αt
) -erf (

z-L

√4αt
)] dτ           (2-18) 

 

2.3.2 Basic theory of Thermal-structure in FEM simulation  

Then the mathematical model of high speed cutting temperature is established by 

using the basic theory of heat source method. 

① Temperature field generated by shear plane 

In 1951, Hahn[87] established a model of moving in an infinite medium with the 

shear plane as the heat source, as shown in Fig. 2.5. According to the mechanism of 

chip formation during metal cutting, Hahn regarded the shear plane as a moving oblique 

band heat source, which moves at velocity in the workpiece.  

Figure 2.5 Schematic diagram of heat source on shear plane 

The model established by Hahn is a heat transfer model moving in an infinite 

product. 

In fact, there is still air above the object, and the thermal conductivity of air is 

much smaller than that of metal, so it can be regarded as an adiabatic boundary, so the 

object can be regarded as a semi-infinite object. In order to apply the heat transfer model 
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of moving in an infinite object established by Hahn to a semi-infinite object, it can be 

assumed that in addition to a real heat source 𝑄𝑚, a heat source 𝑄𝑚, which is exactly 

the same as 𝑄𝑖, is placed at the symmetry of the boundary plane, and 𝑄𝑖 is called the 

mirror heat source of 𝑄𝑚. If we still think of it as infinite, then the heat flux from 𝑄𝑚 

going through the upper plane must be the same as the heat flux from the mirror 

reservoir. So there's no heat coming out of the upper plane, and that satisfies the 

adiabatic boundary. The improved model is shown in Figure 2.6. 

 

Figure 2.6 Improved shear heat source model 

Based on the previous mathematical model of cutting temperature field, the shear 

heat source is regarded as composed of finite long line heat source with continuous 

motion, and a new model is established as three-dimensional heat conduction model. 

In summary, the mirror heat source of the shear heat source is set up in Fig. 2.6. 

The shear heat source is l in width and L in length. The heat flux per unit time is 𝑞𝑝𝑙. 

The width direction of the shear heat source is divided into several elements of length 

𝑑𝑙𝑖. 

The distance from the micro original point O is 𝑙𝑖. Each element can be regarded 

as a linear moving heat source of finite length. P (x, y, z) relative shear point heat source 

infinitesimal, the coordinates of 𝑥𝑖 = x − 𝑙𝑖 sin ∅ , 𝑦𝑖 = y − 𝑙𝑖 cos∅,  According to 

Equation (2-18), the temperature rise of any point P(x, y,z) generated by the element 

𝑑𝑙𝑖 of the shear heat source is: 
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d𝑇𝑝𝑙
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Then the temperature rise of the shear heat source on P(x,y,z) is: 

Tp1
qpl
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Similarly, the temperature generated by the mirror heat source at point P(x,y,z) is: 

Tp2
qpl

8cρπα
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e
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0

l

li0
[erf (

z

√4αt
) -erf (

z-L

√4αt
)] dτdli     (2-21) 

So, the temperature generated at P(x,y,z) is: Tp=Tp1+Tp2 

② Temperature field generated by cutter/chip friction surface 

The temperature field generated by the friction heat source on the tool/chip contact 

surface can be solved by the method of shear heat source. The difference is that the 

temperature field of the tool and chip should be calculated separately. Below 

respectively chip and tool temperature field distribution. 

A) The friction generates a temperature field against the chip 

The heat source on the friction surface is a moving band heat source relative to the 

chip, and the built model is shown in Fig. 2.7. 

Figure 2.7 Temperature field of chip produced by friction heat source 

 

The heat source with width of l friction surface (relative chip) is divided into 
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several differential units with length of 𝑑𝑙𝑖, each of which is a heat source with linear 

motion of finite length (length L), and the heat source density is 𝑞𝑑𝑙 . According to 

Formula (2-18), the temperature of any chip point D(x,y,z) generated by the heat source 

micro element on the friction surface is: 

dTd1
qdldli

8cρπα
∫

e
-
(x-li+vτ)2+(y)2

4αt

τ

l

0
[erf (

z

√4αt
) -erf (

z-L

√4αt
)] dτ          

Thus, the temperature generated by the heat source on D(x,y,z) of the friction 

surface can be obtained: 

Td1
qdl
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∫ ∫
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)] dτdli         (2-22) 

For the same reason, the temperature generated by the mirror heat source in D(x,y,z) is: 

Td2
qdl

8cρπα
∫ ∫

e
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(x-li+vτ)2+(y)2

4αt

τ

l

0

l

li＝0
[erf (
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)] dτdli         (2-23) 

Thus, the temperature generated by the heat source on D(x,y,z), TdTd1+Td2 

B) Friction generates a temperature field against the tool 

The tool/chip friction heat source is a fixed rectangular heat source [89] for the tool, 

and the model is shown in Fig. 2.8.      

Figure 2.8 The frictional heat source produces a temperature field on the tool 

Supposed the rectangular heat source is L in length and 1 in width, divide the 
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rectangular heat source into several differentials of 𝑑𝑥𝑖  and 𝑑𝑧𝑖  in width, then the 

heat flux per unit time of differentials is: 

q
dl


q
0
dxidzi

Ll
 

𝑞0 is the heat flow density of rectangular heat source; 𝑞𝑑𝑙 is the heat flux per unit time. 

The temperature generated by the micro element is: 

𝑇
q

dl

2πR
 

Then the temperature generated by the rectangular heat source element and mirror heat 

source element at any point M(x, y,z) is: 

dTM
q

dl

2π
(

1

Ri

+
1

Ri

) dxidzi
 

𝑅𝑖√(x − 𝑥𝑖)2 + 𝑦2 + (z − 𝑧𝑖)2 

𝑅𝑖√(x-2l+xi)2+y2+(z-zi)2 

The temperature at any point M(x,y,z) of the cutter is: 

𝑇𝑀
qdl

2π
∫ dzi

L

zi 0
∫ (

1

Ri
+

1

Ri
) dxi

L

xi 0
              (2-24) 

③ Temperature field under the combined action of shear heat source and knife/chip 

friction heat source 

In practice, the cutting process is the result of the interaction of the two heat 

sources. The established model is shown in Fig. 2.9. 
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Figure 2.9 Temperature field under the combined action of shear heat source and friction heat 

source 

 

As shown in Fig. 2.9, the shear heat source zone can be regarded as composed of 

many micro-segments with A distance of 𝑤 and 𝑑𝑤𝑖 width along the direction of the 

heat source width. In the chip region, the shear heat source generates the temperature 

at any point M(x,y,z) in the chip: 
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The shear heat source generates temperature for M(x,y,z) : 
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Similarly, the mirror heat source of the shear heat source generates temperature on 

M(x,y,z) : 
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In above two formula,xi=l-wi sin(∅-ｒ
0
) , y

i
=wi cos(∅-ｒ

0
) ,  wi=0-tch /cos  (∅-

ｒ
0
), 𝑞𝑝𝑙 is the thermal intensity of the heat source in the shear plane. 

Then the shear heat source and its mirror heat source generate temperature 
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T𝑀T𝑀1 + T𝑀2  on M(x, y,z). Combined equations (2-22) and (2-23) generate the 

temperature by the friction heat source on M(x,y,z) : 
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And the mirror image of the frictional heat source at point M(x,y,z) : 
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𝑞𝑑𝑙 is the thermal intensity of the friction heat source.  

The temperature generated when the shear heat source and friction heat source sit 

together at any point M(x,y,z) in the chip: 

TM=TM1+TM2+Td1+Td2 

The temperature rise analysis method for any place in the tool is similar to the 

above method. Since equations (2-25) and (2-26) are used to calculate the moving heat 

source, they cannot be used to calculate the distribution of the shear surface heat source 

on the tool. The shear surface heat source relative to the tool can be regarded as a fixed 

rectangular heat source simplified to the tool/chip contact surface, which can be 

calculated by equation (2-24). Equations (2-25) and (2-26) can be used to calculate the 

average temperature rise of the heat source on the shear surface at the chip edge (that 

is, the chip edge of the cutter contact surface). Due to the continuity of the heat flow, 

the temperature rise distribution of the chip edge on the cutter/chip contact surface 

should be the same as the temperature rise of the tool edge. By using equations (2-25) 

and (2-26) to get the average temperature rise, the heat flux density 𝑞𝑝𝑙𝑠 per unit time 

of the simplified heat source can be obtained. Using the same method of function 

analysis, we can obtain the related coefficients and exponents. Temperature generated 

at any point M(x,y,z) in the tool area: 
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  (2-27) 

𝑅𝑖√(𝑥 − 𝑥𝑖)2 + 𝑦2 + (𝑧 − 𝑧𝑖)2 

𝑅𝑖√(𝑥 − 2𝑙 + 𝑥𝑖)2 + 𝑦2 + (𝑧 − 𝑧𝑖)2 
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④ Mathematical Model of High Speed Milling Temperature 

Next, a new mathematical model of the instantaneous temperature field of high-

speed iron cutting is established. 

End-milling coordinate system is shown in Fig. 2.10. The local coordinate system 

of the end-mill single-tooth cutter is (x,y,z), while the overall coordinate system is  

(X,Y,Z). Its local coordinate system (x,y,z) is the same as the coordinate system of the 

upper section (2.1.7) , to the local coordinate system (X,Y,Z), the temperature rise of 

point M can be calculated according to the equations (2-22), (2-23), (2-25), (2-26) in 

Section 2.1.7. 

Figure 2.10 End-milling coordinate system 

The coordinates of M(X,Y,Z) are transformed into the local coordinate system (x, y, z) 

as follows: 

[

𝑥
𝑦
𝑧
1

] = [

cos𝜑 sin 𝜑 0 −𝑅
sin𝜑 −cos𝜑 0 0
0 0 1 0
0 0 0 1

]＝ [

𝑋
𝑌
𝑍
1

] 

𝜑 is instantaneous position Angle, blade for end milling cutter radius R. (x,y,z) is 

the coordinates of point M in the local coordinate system, and (X,Y,Z)  is the 

coordinates of point M in the global coordinate system. Using the above formula, the 

temperature rise of point M caused by single tooth cutting can be calculated. To obtain 

the joint action of multiple teeth on point M, the temperature rise of the cutting teeth on 

point M can be calculated separately and then superposed. The temperature field model 

of multi-tooth instantaneous cutting can be constructed by using the method of multi-

tooth instantaneous cutting force model in end milling. 
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2.3.3 Stress-strain field theory of thermal elastic-plastic deformation in milling 

Micro milling process, milling depth is small, the main interactions between the 

cutter and workpiece is squeeze, rub and plastic deformation, etc., due to the plastic 

deformation is more complex, there is no correspondence relationship between stresses 

and strains, but generally speaking, in a particular milling status, if there is a stress 

variation, the value must be a corresponding changed strain value, therefore, the 

theoretical model of residual stress on workpiece surface can only be established from 

the relationship between stress and strain increment. The formation of residual stress 

on the workpiece surface is caused by the elastic-plastic deformation of the material 

surface under mechanical load and thermal stress, in this article, the theoretical model 

of residual stress on workpiece surface is established in this paper based on the basic 

theory of thermo-elastic-plastic, and the influence of milling force and milling cutting 

heat on residual stress on workpiece surface is considered simultaneously. 

According to the stress-strain increment relationship of material thermoelastic-

plastic, the total strain increment of milling workpiece in elastic-plastic state includes 

elastic strain increment, plastic strain increment and temperature strain increment 

[88,89] 

In elastic region, the total strain increment d{ε} = d{ε}e+d{ε}T   (2.27) 

{ε}e  and {ε}T  is elastic strain increment and temperature strain increment 

respectively. 

{ε}e = [D]-1{σ}                         (2.28) 

{ε}T = [α]dT                           (2.39) 

d{ε}e =
[D]-1

dT
{σ}dt+ [D]-1d{σ}                (2.30) 

The equation (2.30) is substituted into (2.27), the new equation can be obtained 

shown as below 

𝑑{𝜎} = [𝐷] (𝑑{휀} − ({𝛼} +
𝑑[𝐷]−1

𝑑𝑇
{𝜎}𝑑𝑇))            (2.31) 

It was set that 𝑑{휀}𝑇 = ({𝛼} +
𝑑[𝐷]−1

𝑑𝑇
{𝛼}𝑑𝑇) 
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Then it can be known that 𝑑{𝜎} = [𝐷](𝑑{휀} − 𝑑{휀}𝑇), [𝐷] is elastic matrix of 

material. 

In plastic region, the incremental stress-strain relationship of the material is as 

follows: 

𝑑{𝜎} = [𝐷]𝑒𝑝(𝑑{휀} − 𝑑{휀}𝑇 + 𝑑{𝜎}𝑇)             (2.32) 

In equation (2.32), [𝐷]𝑒𝑝 is elastoplastic matrix of material; Since the thermo-

elastic-plastic stress-strain of materials is nonlinear without one-to-one correspondence, 

the incremental stress-strain relationship needs to be linearized.  

Elastic region, ∆σ = [𝐷](∆{휀} − ∆{휀}𝑇)                               (2.33) 

Plastic region, ∆σ = [𝐷]𝑒𝑝(∆{휀} − ∆{휀}𝑇 + ∆{σ}𝑇)                      (2.34) 

∆{휀}𝑇 , ∆{σ}𝑇 are the parameters related to the temperature and stress, which can be 

regarded as initial stress and strain converted into equivalent nodal load. 

Elastic region, ∆(𝑅)𝑒 = ∬ [𝐵]𝑇
𝑒

[𝐷]∆{휀}𝑇𝑑𝑣                          (2.35) 

Plastic region, ∆(𝑅)𝑒𝑝 = ∬ [𝐵]
𝑒

([𝐷]𝑒𝑝∆{휀}𝑇 − ∆{σ}𝑇)𝑑𝑣               (2.36) 

In equation (2.35), (2.36), [𝐵] is geometric matrix 

Finally we can obtain the equilibrium equation, [𝐾]∆{𝑢} = ∆{𝑅}           (2.37) 

In equation (2.37), [𝐾] is overall stiffness matrix, the node displacement increment 

∆{𝑢} is calculated theoretically, and then according to the relationship between the 

displacement increment and the strain increment, the element strain increment 

∆{휀} is calculated, finally, the stress increment ∆{σ} can be calculated from formula 

(2.33) or (2.34). 

2.3.4 FEM simulation of workpiece’s thermal-structure in End-milling 

Thermodynamic coupling is the interaction and influence between cutting heat and 

cutting force generated in the contact zone of micro milling. The residual stress on the 

surface of the machined workpiece is the local high temperature of the workpiece 

caused by the cutting heat in the milling process, which forms an uneven temperature 

gradient on the surface of the workpiece, thus forming thermal stress. When the milling 

cutter exerts extrusion and ploughing action on the workpiece, which will lead to the 
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compressive stress of the workpiece material perpendicular to the workpiece direction, 

and the two stress states are mutually influenced and superimposed. In other words, the 

calculation of thermal-structural coupling stress field is to solve the structural 

deformation of the workpiece under the action of both heat and cutting force, and then 

remove the influence of load to allow enough time for the workpiece to rebound and 

cool down, and the obtained stress state is the residual stress of the workpiece. There 

are two methods for calculating thermal structure coupling field in ANSYS finite 

element simulation: sequential coupling method and direct coupling method 

The direct coupling method applies to the interaction between two fields, which is 

highly nonlinear, and the two fields interact with each other. When using the direct 

coupling method, it requires high requirements on computer hardware, large amount of 

calculation and long calculation time. The milling temperature field has a large direct 

influence on the workpiece stress field, while the workpiece stress field has a small 

influence on the temperature field, which is suitable for using the sequential coupling 

method, so the workpiece temperature field can be analyzed first, if the temperature 

field is incorrect. Relevant parameters can be modified to ensure the correct temperature 

field, and then the workpiece stress field analysis, so the selection of sequential 

coupling field can save calculation time and improve efficiency.  

2.4 Statistic method of monitoring point selection  

2.4.1 Multiple Linear Regression (MLR) 

Multiple linear regression (MLR) method [24] was proposed to establish the 

formula between two or more explanatory (independent) variables and a response 

(dependent) variable by fitting a linear equation. The normal form of the MLR model 

is calculated as follow: 

Yi=β
0
+β

1
X1,i+β

2
X2,i+∙∙∙+β

k
Xk,i+εi 

Where Yi is stand for the ith measured dependent variable of 𝑌. 𝑋1,𝑖, 𝑋2,𝑖, …, 

𝑋𝑘,𝑖  is stand for the ith measured independent variables of  𝑋1 , 𝑋2 , …, 𝑋𝑘  

respectively. 𝛽0 , 𝛽1 , 𝛽2 , …, 𝛽𝑘  are stand for constant parameters, which are 
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calculated by the least square method. 휀𝑖  is stand for a random variable, which is 

normal distribution. 

2.4.2 Akaike's Information Criterion (AIC) 

Akaike's Information Criterion (AIC) provides a measure of model quality 

obtained by simulating the situation where the model is tested on a different data set. 

According to Akaike's theory, the most accurate model has the smallest AIC. If you use 

the same data set for both model estimation and validation, the fit always improves as 

you increase the model order, therefore, the flexibility of the model structure. Raw AIC 

is defined as follow [25]: 

AIC=N* log(det(
1

N
∑ ε(t, θ̂N) (ε(t, θ̂N))

T
N

1

)) 

+2𝑛𝑝 + 𝑁 ∗ (𝑛𝑦 ∗ (log(2𝜋) + 1))       

Where N is stand for the number of values in the estimation data set. 휀(𝑡)is stand 

for a ny-by-1 vector of prediction errors.  𝜃𝑁 is stand for the estimated parameters. 

𝑛𝑝 is stand for the number of estimated parameters. 𝑛𝑦 is stand for the number of 

model outputs. 

2.4.3 p-value in t-test 

The one-sample t-test is a parametric test of the location parameter when the 

population standard deviation is unknown. The test statistic is defined as follow： 

𝑡 =
�̅� − 𝜇

𝑠/√𝑛
 

Where �̅�  is stand for the sample mean. 𝜇  is stand for the hypothesized 

population mean. 𝑠 is stand for the sample standard deviation. n is stand for the sample 

size. p-value of the test, returned as a scalar value in the range [0,1]. p is the probability 

of observing a t-test statistic as extreme as, or more extreme than, the observed value 

under the null hypothesis[26]. Small values of p cast doubt on the validity of the null 

hypothesis. Consequently, the p-value is corresponding to the t-test value in Correlation 

Coefficient Boundary Table (CCBT). Finally, the procedure of proposed and optimized 
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statistic based selection model are conducted as shown in Fig. 2.11. 

 

 

Figure 2.11 Flowchart of estimated model proposed and optimized 

2.5 Summary 

This chapter detailed introduces the development of thermal analysis models in 

machining. Most of analytical modeling work are proposed basing on the initial moving 

heat source method, including thermocouple method, optical/thermal radiation method, 

thermophysical effect method. During the grinding heat conduction research, the 

moving heat source method was firstly introduced. Then the grinding heat converted to 

the workpiece, grinding wheel, chip and coolant are quantitatively analyzed and the 

boundary of thermal damage to the workpiece was accurately predicted. Meanwhile, 

lots of systematic and extensive temperature field modeling for right-angle cutting are 

researched to analysis the temperature distribution of workpiece, chip and tool. In order 

to reveal cutting heat transfer law of two-dimensional cutting processes, the moving 

heat source method is introduced. The heat source is regards as a milling tool to 

manufacture the workpiece, which is separated into the rotation angle and instantaneous 

cut thickness corresponding to moving line. In addition, the thermocouple method is 

proposed to validate the thermal model. In fact, the thermal variation is important 

physical phenomena in cutting process, which has the very heavy effect on not only 
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directly affect the tool wear and service life, cause the workpiece temperature rise, also 

directly affect the machining precision of workpiece and the surface quality of the parts. 

The boundary element method, finite difference method and finite element method are 

proposed to analysis the cutting heat and temperature during the machining 

manufacture, which is systematically and scientifically discussed and analyzed by 

many international researchers. So far, the finite element method is most widely used 

in machining manufacture process, especially 3D finite element method, which is 

possible for predicting temperature distribution of tools, the contact surface between 

the workpiece and the tool, the whole workpiece during the process of high-speed 

milling. The FEM simulation of thermal-structure in machining is based on heat 

conductive classic theory and Stress-strain field theory of thermal elastic-plastic 

deformation. The ANSYS software is a commonly useful business software to calculate 

thermal structure coupling field by FEM code which could offer the two method, such 

as sequential coupling method and direct coupling method, which is mean that the 

temperature and thermal deformation distribution of tools, chips and workpiece could 

be directly displayed in the software. Hence, it is highly efficient method to research 

machining manufacture by ANSYS software, especially end-milling. According to 

literature review, the method of timely combine numerical simulation predict and 

experiment validation during the machining manufacture process is not proposed, 

especially in-process of end-milling, which is the basic outline for numerical twinning. 

Therefore, after introduce the theories of MLR, AIC and p-value, the main research 

content in this project is proposed the statistic-based model for monitoring the thermal 

deformation of workpiece by combing ANSYS software, MLR, AIC and p-value. 
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3 Procedure of FEM simulation in end-milling process 

According to Fig. 3.1, the 3D additive manufacture simulation by ANSYS is 

consist of elements selection, model building, mesh generation, material properties, 

boundary condition and postprocessing.  

 
Figure 3.1 Procedure of FEM simulation 

 

There are several steps in this paper to finish the end-milling thermal structure 

numerical simulation, which mainly contain the element selected, material properties 

definition, geometric model building, meshing, boundary condition transferring and 

APDL code and so on. 

First, the mechanical-APDL programming method was conducted to establish 

model of workpiece under end milling process which had not an extremely influence to 

propose the new method about predict the sensitive points during cutting process. 
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3.1 Element selected 

SOLID 70 has thermal conductivity in three directions, as shown in Fig. 3.2. The 

unit element has 8 nodes and only one temperature degree of freedom on each node, 

which can be used for 3d static or transient thermal analysis. The unit element can 

realize the transfer of uniform heat flow. After this option is selected, the thermal 

parameters of the element will be converted into similar fluid flow parameters, such as 

temperature degrees of freedom will be transformed into equivalent pressure degrees 

of freedom. 

 

 

 

 

 

Figure 3.2 Solid 70 illustration schematic 

3.2 Material properties definition 

The basic constants, variations limited conditions and detail different boundary 

condition of carbon steel S45C (JIS) in end-milling process by FEM simulation are 

totally listed in the Table 1, Table 2 and Table 3 respectively. The surface shape of 

workpiece is rectangle. The diameter and feed rate of end-milling tool are φ16 mm and 

0.00125 m/s respectively. The interval distance between tool paths is 10 mm. 

 

Table 1 Basic constants of carbon steel S45C(JIS) 

Name Value 

Density 7850 kg/m3 

Initial temperature 10.8℃ 

Environment temperature 10.8℃ 
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3.3 Geometric model building 

The simulation target is a block workpiece, as shown in Fig. 3.3 and the machining 

case for investigation is illustrated as Fig.3.4  

 

Figure 3.3 Schematic of test block, tool and monitoring arrangement 

 

Figure 3.4 End-milling process of workpiece, blue line is stand for half machining tool path, tool 

path of full machining is combined blue line and red line 

 

As an example case of the four temperature monitoring points at same side surface, 

the schematic of the end-milling operation system and thermocouple assemblage are 

shown in Fig.3.3. In this way, the temperature record is systematically conducted by 

combining temperature data logger and connected personal computer.  

3.4 Meshing 

Before the mesh division of the overall structure field structure, it is necessary to 

ensure that there are no single points, unconnected lines and curves in the geometric 

structure which the elements will make it impossible to form continuous areas in the 

"Mesh", increase the complexity of Mesh division at the boundary and even lead to 

mesh division failure. After that, mesh division and mesh optimization can be carried 
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out for the overall structure field structure, where the Mesh module is called. Through 

this module, we can set the specific parameters to get the optimized grid. Note that the 

grid here is a non-structural grid. The optimal mesh should not only ensure reasonable 

mesh size and density, but also save calculation time as much as possible. Parameter 

settings include k0、kinf、R related to one-dimensional mesh density and Amin, 

Smax/Smin related to two-dimensional mesh density. The calculation formula of one-

dimensional mesh density is as follows (4-1). 

𝑑 =
k0+kinfR

2ρ2

1+R2ρ2
                     （4-1） 

k0、kinf、Amin、Smax/Smin represent the node density on the straight line, the node 

density on the curve (with infinite curvature), the minimum Angle of the spatial grid 

triangle, and the ratio of the area of the largest triangle to the smallest triangle, 

respectively. By changing these parameters we can get meshes of different sizes and 

densities. Attention should be paid to avoid excessive mesh density at the intersection 

and corner of line segment, which makes it difficult to converge the calculation results. 

Therefore, in the finite element analysis, the type of element, the way of grid division 

and the number of element determine the accuracy of the calculation results. It is 

particularly important to select the appropriate element and the way of grid division and 

the reasonable number of element. 

The FEM model of the workpiece with heat flux boundary condition is shown in 

Fig. 3.5, which is consist of 79500 elements. 

 

Figure 3.5 FEM model of workpiece 
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3.5 Boundary condition transferring 

The finite element simulation calculation of workpiece thermal deformation 

involved in this paper belongs to coupling field analysis.  Coupling field analysis 

refers to the interaction and influence of two or more physical fields in the process of 

finite element analysis, including thermal-stress coupling analysis, thermal-electric 

coupling analysis, fluid-structure coupling analysis, magnetic-thermal coupling 

analysis, etc. 

ANSYS provides two methods to analyze the coupling field: direct coupling 

method and indirect coupling method. 

(1) Direct coupling method 

The coupling element of the direct coupling method contains all the necessary 

degrees of freedom related to the corresponding coupling field. This method is actually 

implemented by computing the element matrix or element load vector containing all 

the necessary terms. 

(2) Indirect coupling method 

Indirect coupling method, also known as sequential coupling method, mainly 

realizes the coupling of two fields by using the results of the first field analysis as the 

load of the second field analysis. For example, thermal-stress coupling analysis means 

that the node temperature obtained from thermal analysis is applied as a load in the 

subsequent stress analysis to achieve coupling. 

According to the actual working conditions of workpiece in end milling process, 

the finite element simulation is calculated by indirect coupling method. The finite 

element simulation model was loaded with boundary conditions according to the 

specific end milling process. In thermal analysis and calculation, the frictional heat 

between the cutter and workpiece and the heat transformed form the plastic work are 

simplified as circular heat source for loading in end milling process of workpiece, as 

well as the boundary of convective heat transfer between the workpiece and air was 

considered. In structural analysis and calculation, according to the actual clamping 

condition of workpiece, the bottom of workpiece was fixed constrained. At the same 
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time, the temperature field of each time point in the thermal analysis and calculation 

process of workpiece is taken as initial temperature condition of structural calculation, 

finally, the finite element simulation process of whole thermal structural coupling of 

workpiece in end milling process was completed.  

Because there are some errors in the process of boundary condition transformation, 

it is necessary to revise and perfect the material parameters and boundary conditions in 

the process of workpiece end milling by the method of inverse operation. Response 

surface method is to use polynomial function to approximate implicit limit state 

function through a series of deterministic experiments. By selecting test points and 

iteration strategy reasonably, the polynomial function can be guaranteed to converge to 

the failure probability of the real implicit limit state function. When the real limit state 

function is not very nonlinear, the linear response surface has high approximate 

accuracy. The basic idea of quadratic polynomial without cross terms:  similar to 

linear response surface method, it only selects quadratic polynomial without cross terms 

to approximate implicit functional functions. There is no nonlinear analysis in the 

process of workpiece’s deformation simulation analysis and calculation, mainly 

contains the linear analysis and calculation, therefore, the material parameters and 

boundary conditions in the finite element simulation analysis and calculation of 

workpiece thermal deformation in the process of machining were calculated by using 

linear surface response method.  Material parameters and boundary conditions 

calculated by finite element analysis of thermal deformation in the process of workpiece 

end milling modified by response surface method are shown in Table 2 and Table 3 

respectively. 

Table 2 Variations limited conditions of carbon steel S45C(JIS) 

Factor 
Factor levels 

Change limit 
-1 0 1 

A-Heat source (×103 W) 286.5 573 859.5 50% 

B-Heat conduct coefficient (W/(m×℃)) 29 58 87 50% 

C-Convective heat transfer coefficient 

(W/(m2×℃)) 
275 550 825 50% 
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Table 3 Detail boundary conditions of carbon steel S45C(JIS) for varied situation 

Factors No. 
A-Heat source 

(×103 W ) 

B-Heat conduct coefficient 

(W/(m×℃)) 

C-Convective heat transfer 

coefficient (W/(m2×℃)) 

1 286.5 29 550 

2 859.5 29 550 

3 286.5 87 550 

4 859.5 87 550 

5 573 29 275 

6 573 87 275 

7 573 29 825 

8 573 87 825 

9 286.5 58 275 

10 859.5 58 275 

11 286.5 58 825 

12 859.5 58 825 

13 573 58 550 

3.6 Temperature result  

Temperature field calculation results of workpiece in end milling process are 

shown as below in Fig.3.6. Due to the transient analysis method is adapted in the FEM 

calculation of thermal analysis of workpiece in the end milling process, therefore, the 

temperature distribution results of workpiece at different time points in end-milling 

process can be viewed. According to the figure, with the passage of the time, the heat 

source moves according to the set trajectory on the surface of workpiece. As well as the 

process of heat source movement is the same as the process of cutting tool workpiece 

movement. When the cutting tool contact with the workpiece, there would be friction 

and plastic transformation work in the corner of workpiece, which could be transformed 

into heat source to affect the temperature distribution of whole workpiece. According 

to the calculation results of temperature field, with the progress of end-milling, the 

temperature is a little higher at the contact location between the surface of workpiece 

and cutting tool, and the maximum temperature will reach to 200℃, the temperature 

influence range mainly concentrated at the contact area between the tool and workpiece 

surface, the temperature influence is lower in other areas. It indicates that the area was 
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influenced by temperature mainly concentrated in the contact area between tool and 

workpiece surface in the process of end-milling.  
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Figure 3.6 Temperature calculation results of workpiece in end milling process at different time 

3.7 Thermal deformation result  

The study of thermal stress of objects includes two following parts 

(1)Research in heat transfer to determine the temperature field； 

(2)Research in thermal stress, that is, to determine stress-strain under the situation 

with known temperature field. 

The above two parts affect and couple each other. The temperature determined by 

heat transfer issue would affect the thermal stress of object directly, while thermal stress 

has little influence on the temperature. Therefore, the thermal issue of object can be 

regarded as unidirectional coupled process, which can be divided into two processes to 

calculate, that is, the physical equation of thermal stress issue is listed firstly, and then 

the virtual work equation is variated in combination with the virtual work principle to 

obtain the finite element analysis formula. It is assumed that there is distribution of 

temperature difference inner the object ∆𝑇(𝑥, 𝑦, 𝑧) , which cause thermal expansion, 

𝛼𝑇 ∙ ∆𝑇(𝑥, 𝑦, 𝑧)  ,  𝛼𝑇  is the coefficient of thermal expansion, due to the thermal 

expansion increased, the physical equation of object is transformed as   
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                                （3.1） 

Rewrite the above equation into the index form: 

휀𝑖𝑗 = 𝐷𝑖𝑗𝑘𝑙
−1 + 휀𝑖𝑗

0                                          （3.2） 

Or: 

σij=Dijkl(εkl-εki
0)                                        （3.3）

휀𝑖𝑗
0 = [𝛼𝑇∆𝑇𝛼𝑇∆𝑇𝛼𝑇∆𝑇000]

𝑇                                 （3.4） 

The equilibrium equations, geometric equations and boundary conditions of 

thermal stress problems are the same as those of ordinary elastic problems, and the 

general virtual work principle of elastic problems is 𝛿𝑈 − 𝛿𝑊 = 0, 

∫ 𝜎𝑗𝑗Ω
𝛿휀𝑖𝑗𝑑Ω − (∫ 𝑏�̅�Ω

𝛿𝑢𝑖𝑑Ω + ∫ 𝑝�̅�𝑠𝑝
𝛿𝑢𝑖𝑑𝐴) = 0                 （3.5） 

Substituting the physical equation (3.3) into equation (3.5), the following equation 

can be obtained: 

∫ 𝐷𝑖𝑗𝑘𝑙Ω
(휀𝑘𝑙 − 휀𝑘𝑖

0)𝛿휀𝑖𝑗𝑑Ω − (∫ 𝑏�̅�Ω
𝛿𝑢𝑖𝑑Ω + ∫ 𝑝�̅�𝑠𝑝

𝛿𝑢𝑖𝑑𝐴) = 0      （3.6） 

Further, it can be written as follows: 

∫ 𝐷𝑖𝑗𝑘𝑙휀𝑘𝑙Ω
𝛿휀𝑖𝑗𝑑Ω − (∫ 𝑏�̅�Ω

𝛿𝑢𝑖𝑑Ω + ∫ 𝑝�̅�𝑠𝑝
𝛿𝑢𝑖𝑑𝐴 + ∫ 𝐷𝑖𝑗𝑘𝑙휀𝑘𝑖Ω

𝛿휀𝑖𝑗𝑑Ω) = 0 （3.7） 

The above equation is the virtual work equation of the thermal stress problem. 

Assumed that node displacement array of the element is  

𝑞𝑒 = [𝑢1𝑣1𝑤1… . 𝑢𝑛𝑣𝑛𝑤𝑛]
𝑇                                     （3.8） 

The mechanical parameters in the element are expressed as the relation of node 

displacement, which can be expressed as follows:  

𝑢 = 𝑁𝑞𝑒 

휀 = 𝐵𝑞𝑒 

𝜎 = 𝐷(휀 − 휀0) 

     = 𝐷𝐵𝑞𝑒 − D휀0 

                    = 𝑆𝑞𝑒 − D𝛼𝑇 ∙ ∆𝑇[111000]
𝑇        （3.9） 
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Where, N, B, D and S are the shape function matrix, geometric matrix, elastic 

coefficient matrix and stress matrix of the element respectively, which are the same as 

the corresponding matrices in general elastic problems. Equation (3.9) is the analytical 

column of thermal stress, which includes the influence of temperature strain. It can be 

seen that the last term in Equation (3.9) indicates that temperature change only affects 

normal stress, but has no influence on shear stress. By calculating the variation of 

equation (3.9) (that is, calculating the virtual displacement and strain), we can obtain 

the virtual displacement and strain: 

𝛿𝑢 = 𝑁 ∗ 𝛿𝑞𝑒 

                        𝛿휀 = 𝐵 ∗ 𝛿𝑞𝑒                     （3.10） 

Substituting it into the virtual work equation, since the variational increment of 

node displacement 𝛿𝑞𝑒 is arbitrary, after eliminating this term, we can get: 

                       𝐾𝑒𝑞𝑒 = 𝑃𝑒 + 𝑃0
𝑒                  （3.11） 

𝐾𝑒 = ∫ 𝐵𝑇𝐷𝐵𝑑Ω
Ω𝑒

 

                   

{
 
 

 
 𝐾𝑒 = ∫ 𝐵𝑇𝐷𝐵𝑑Ω

Ω𝑒

𝑃𝑒 = ∫ 𝑁𝑇�̅�𝑑Ω
Ω𝑒

+ ∫ 𝑁𝑇�̅�𝑑A
𝑠𝑝𝑒

𝑃0
𝑒 = ∫ 𝐵𝑇𝐷휀0𝑑Ω

Ω𝑒

          （3.12） 

In the above equation, 𝑃0
𝑒is called temperature equivalent load. Compared with 

the finite element formula of the general elastic problem, the load section of the finite 

element equation has a temperature equivalent load term 𝑃0
𝑒. 

Thermal deformation FEM calculation results of workpiece in end milling 

process at different time were shown as below,  
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Figure 3.7 Temperature calculation results of workpiece in end milling process at different time 

3.8 Numerical simulation result and experiment validate 

Under different boundary condition of FEM simulations were extracted, As the 

measuring points was located in different position, which was shown in Fig. 3.8, the 

time, correspondingly to the maximum temperature, was completely different. In 

addition, the tendency of temperature-time curves in the measuring points were 

unchanged under different boundary condition. Only the value range of temperature 

was changed. Hence, the suitable temperature would be accurately obtained, which was 

similarly to the actual temperature of workpiece. 

 

Figure 3.8 Measurement points location 

 

The temperature time-series curve of 16 monitoring points with different material 

parameters and boundary conditions set under response surface conditions were shown 
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in Fig.3.9. We can obtain numbers of time-series curves with big range according to the 

material parameters and boundary conditions set by response surface method, 

meanwhile, there are big shape difference between the time-series curves at different 

locations of monitoring points. In addition, it is worth to pay attention on the periodic 

movement of the tool to the workpiece machining path, the temperature time history 

curve of each monitoring point also shows obvious fluctuation, it indicates that the 

temperature time history curve of each monitoring point is greatly affected by the tool 

to the workpiece processing path, and it can comprehensively reflect the tool to the 

workpiece processing.  
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Figure 3.9 Temperature-time curve of 16 measuring points under different boundary condition 

 

Because of multiple temperature time history curves can be extracted from 16 

monitoring measurement points to determine which group of process parameter is most 

close to actual processing situation. Therefore, the most sensitive points can be 

determined by EOP method, and the most accurate simulation parameters can be 

obtained by comparing the results of FEM analysis of most sensitive points with actual 

temperature monitoring results. 

The EoP formula[90] is introduced to select sensitive measuring points of 

temperature monitoring, which is shown as follow, 

{
 
 

 
 𝐸𝑜𝑃𝑖 =

∆𝑇𝑖,𝑛

(∆𝑇𝑗,𝑛)𝑗∈{1,𝑁}
𝑚𝑎𝑥 +

𝛿𝑇𝑖

(  𝛿𝑇𝑗)𝑗∈{1,𝑁}
𝑚𝑎𝑥     

  𝛿𝑇𝑖 = (∆𝑇𝑖,𝑘 − ∆𝑇𝑖,𝑛) 𝑘∈{1,𝑀}

𝑚𝑎𝑥

∆𝑇𝑖,𝑛 = max{𝑇𝑖,𝑛} − min{𝑇𝑖,𝑛}

∆𝑇𝑖,𝑘 = max{𝑇𝑖,𝑘} − min{𝑇𝑖,𝑘}

                      (3.13) 

Where 𝑇𝑖,𝑛  is the temperature data series of reference measuring point with 

normal model parameters. 𝑖  is stand for the number of measuring point, which is 
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belong form 1 to N (the total number of measuring point candidate). 𝑇𝑖,𝑘 is stand for 

the temperature data series of 𝑖 measuring point under 𝑘 FEM simulation boundary 

condition group. 𝑘  is stand for the number of FEM simulation boundary condition 

group, which is belong form 1 to M (the total number of FEM simulation boundary 

condition groups). In addition, the normal part of EoP shown as following is also 

calculated to confirm the tendency of the criterion: 

{
𝑛𝐸𝑜𝑃𝑖 =

∆𝑇𝑖,𝑛

∆𝑇𝑗,𝑛𝑗∈{1,𝑁}
𝑚𝑎𝑥                         

∆𝑇𝑖,𝑛 = max{𝑇𝑖,𝑛} − min{𝑇𝑖,𝑛}
           (3.14) 

The calculation results of EOP are shown in Fig. 3.10, the most sensitive point of 

monitoring points is CH11 on the workpiece. Therefore, comparing the temperature 

time-series calculation results of CH11 under the condition with different material 

parameters and boundary conditions with experimental results which was shown in Fig. 

3.11. Finally, the finite element simulation analysis parameters with highest matching 

degree with the experimental monitoring results can be obtained, as shown in below 

table. 
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Figure 3.10 EoP of 16 measuring points during end-milling process 
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Figure 3.11 CH11 temperature FEM results compared with experiments  

 

Table 4 Workpiece material parameters of S45C 

 

 

 

 

In order to further investigate the accuracy and reliability of the selected finite 

element simulation analysis parameters and boundary condition set, the comparative 

analysis was proceeded between temperature finite element calculation results and 

experimental results of new selected 10 monitoring points on the workpiece, which was 

shown in Fig. 3.12. Obviously, the finite element calculation results of 10 monitoring 

points are quite consistent with the actual experimental results, which indicates that the 

selected parameters can reflect accurately the temperature field distribution and 

variation of workpiece in end-milling process. 

 

  

Workpiece material parameters Carbon steel S45C (JIS) 

Heat conduct coefficient 58 W/(m•℃) 

Heat transfer coefficient 550W/(m2•℃) 

Heat flux 2850000 W/m2 
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Figure 3.12 10 monitoring point’s temperature finite element calculation results were compared 

with the experimental results 

3.9 Summary 

This chapter detailed introduces the thermal structural coupling FEM calculation 

process in end-milling machining in detail, the in-direct coupling method is adapted to 

calculate the temperature field and thermal deformation in the end-milling process. The 

results of temperature and thermal deformation finite element simulation analysis 

indicate that the temperature affected area and thermal deformation area mainly 

concentrate in the contact area between tool and workpiece surface in the end-milling 

process. The most sensitive points among 16 measurement points on the workpiece is 

selected using EOP method, the material parameters and boundary conditions are 

selected which can calculate workpiece’s temperature field accurately based on the 

comparison between the temperature time-series curves of most sensitive point and 

actual temperature experimental results. Finally, 10 monitoring points are re-selected 

again on the workpiece, and the accuracy and reliability of the material parameters and 

boundary conditions set in the finite element calculation were verified by comparing 

the finite element calculation results of temperature with the monitoring results in the 

actual machining process. 
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4. Statistic-Based model proposed for Monitoring of Workpiece’s 

Thermal Deformation on normal parameters 

4.1 A framework and research objective  

The schematic expression of the outline for the current study are shown in Fig.4.1. 

The end-milling process of workpieces were conducted by FEM simulation software 

ANSYS, which was simultaneously calculated the temperature evolution and thermal 

deformation. The different geometry of workpiece, end-milling process and the location 

of temperature monitoring points were shown in Fig.4.2 and Fig4.3, respectively. The 

diameter and feed rate of all end-milling tools were φ16 mm and 0.00125 m/s 

respectively. The interval distance between tool paths is 10 mm. The basic constants, 

variations limited conditions and detail different boundary condition of carbon steel 

S45C(JIS) in end-milling process by FEM simulation are totally listed in the Table 1. 

The temperature distribution and evolution of FEM simulation about carbon steel 

S45C(JIS) workpiece in the end-milling process is conducted by using ANSYS/APDL. 

For thermal FEM numerical simulation, the upside surface was loaded area, the others 

were heat convection boundaries. For structural FEM numerical simulation, the 

downside surface is the constraint area. After solving the numerical simulation, the time 

history temperature of monitoring points can be extracted. And the time history 

deformation of heat source can be also extracted. Then the new model of simple 

workpiece were firstly proposed and optimal by combining MLR, AIC and p-value, 

which were accurately mathematical relationship between time history temperatures 

and deformations. Finally, in order to validate the reliability and feasibility of 

combining MLR, AIC and p-value, the same optimal proposed model process was 

applied in new model of asymmetric complex workpiece established. 
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Figure 4.1 Outline of the research 

 

 

 

(a) 
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Figure 4.2 End-milling process of workpiece and monitoring points location, (a) blue line is stand 

for half machining tool path, (b) the location of upper monitoring points, (c) the location of down 

monitoring points. 

 

(c) 

(b) 

(a) 
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Figure 4.3 Schematic of end-milling process and location of temperature monitoring points: (a) 

top view, (b) side view, (c) isometric view and tool path. 

4.2 Simple workpiece case research 

4.2.1 FEM numerical simulation result  

According to the location of monitoring points in Fig.4.2， the time history 

temperature of monitoring points was completely extracted, which was shown in Fig. 

4.4.As the measuring points were located in different position, the time, 

correspondingly to the maximum temperature, was completely different. As the 

distance between the heat source and monitoring points were completely different, the 

amplitude of temperature in monitoring points of upper part were relatively higher than 

that of lower part. The time history deformation of heat source was shown in Fig.4.5. 

By comparing the Fig.4.4 and Fig.4.5，the total evolution tendency of time history 

temperatures and deformations are almost similar. In addition, the relationship type 

between temperature and deformation was linear. Hence, the time history deformation 

(b) 

(c) 
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of heat source could be express by time history temperature of monitoring points. 
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Figure 4.4 Time-series of temperatures at 20 monitoring points: (a) CH1~CH10, (b) CH11~CH20 
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Figure 4.5 Time history of deformation in center of heat source 
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4.2.2 Statistic based selection model proposed 

A simple empirical statistics-based monitoring point selection model is proposed 

by combining MLR, AIC, and the p-value. The time-series temperatures of 20 

measuring points (all measuring point candidates) were regarded as input variables 

(Tch1(t), Tch2(t), …, Tchn(t) are the independent variables). The time-series deformations 

of the heat source were regarded as output variables (Dheat-source(t) is the dependent 

variable). In addition, the coefficient of multiple determination (R2) was used to match 

the level of the MLR method, which represents the proportion of the dependent 

variable’s total variations [35]. The dependent variable was accounted for or described 

by independent variables. The initial result of the statistical forecasting model is 

expressed by Eq. (4), as shown in Table 5. Here, i is the number of measured 

temperature monitoring points. In this case, the R2 value of the initial statistics-based 

selection model was 0.7381.  

Dheat−source(𝑡) = β0 + β1TCH1(𝑡) + β2TCH2(𝑡) + ⋯+ β𝑛TCH𝑛(𝑡)……... (4) 

According to the results of the MLR method, most p-values were larger than 0 (here, 

equal to 1×10-4 [36]). Furthermore, the input quantity of the collinearity problem was 

not considered in the MLR method [37]. The collinearity problem occurs when the 

changing tendency of the independent variables is similar, which is the major reason 

for the initial model being inefficient. The AIC is commonly used to solve the 

collinearity problem [91]. To eliminate the collinearity problem of the initial model, the 

time-series temperatures of the measuring points were individually deleted, while the 

other measuring points were used to calculate the AIC value. The AIC values of the 

candidate models are shown as below. It is worth mentioning that ‘None’ in Table 6 

indicates the case where no independent variable is deleted. 
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Table 5 Result of initial model 

Coefficient Estimated value t-test p-value 

β0 -1505.00  -4.541  1.04E-05 

β1 80.15  2.537  0.012069 

β2 -8.39  -2.672  0.008246 

β3 -1.23  -3.507  0.000576 

β4 2.35  5.174  6.27E-07 

β5 1.28  2.838  0.005078 

β6 2.91  5.323  3.12E-07 

β7 13.38  5.290  3.64E-07 

β8 241.50  3.556  0.000486 

β9 -137.70  -2.371  0.018852 

β10 -24.07  -1.067  0.287237 

β11 -15.92  -1.296  0.19657 

β12 0.69  4.329  2.52E-05 

β13 0.03  1.067  0.287456 

β14 0.01  0.170  0.865301 

β15 -0.06  -1.567  0.119043 

β16 0.24  7.598  1.78E-12 

β17 0.66  7.487  3.38E-12 

β18 -32.19  -3.242  0.001424 

β19 -14.70  -3.771  0.000223 

β20 30.31  2.249  0.025783 

 

Table 6 AIC value in different groups 

Deleted monitoring point AIC value 

14 98.65 

13 99.889 

10 99.89 

11 100.492 

None 100.617 

15 101.348 

20 104.204 

9 104.816 

1 105.699 

2 106.461 

5 107.442 

18 110.052 

3 111.938 

8 112.294 

19 113.936 

12 118.564 

4 126.519 
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7 127.698 

6 128.036 

17 153.072 

 

Table 7 Result of better suitable model 

Coefficient Estimated value t-test p-value 

β0 -1158.00 -4.885 2.29E-06 

β1 26.49 2.688 0.007863 

β2 -11.90 -7.615 1.50E-12 

β3 -1.08 -3.253 0.001364 

β4 2.71 7.823 4.40E-13 

β5 1.11 2.813 0.005456 

β6 2.79 5.198 5.49E-07 

β7 11.32 5.557 9.89E-08 

β8 188.30 3.859 0.000159 

β9 -88.81 -2.936 0.003764 

β12 0.48 5.087 9.16E-07 

β15 -0.04 -1.314 0.190613 

β16 0.24 7.594 1.69E-12 

β17 0.63 7.441 4.11E-12 

β18 -25.54 -3.218 0.001535 

β19 -11.46 -3.512 0.000563 

β20 11.95 2.693 0.007765 

By comparing the AIC values, if the AIC value of the model with solely deleted 

independent variables is larger than the non-deleted model’s AIC value (100.617), as 

shown in Table 5, it is illustrated that the process of solely deleting independent 

variables is beneficial for improving the efficiency of the model. Hence, the measuring 

points No. 13, No. 14, No. 10, and No. 11 were reasonably deleted in the improved 

model. The improved model was fitted using MLR, as shown in Table 7. The R2 value 

of the improved model was 0.7316, which is close to that of the initial model (0.7381). 

However, some p-values of the coefficients are larger than 1×10-4, which illustrates that 

the model is still inefficient [29, 36]. Hence, the independent variables were deleted to 

refit the optimal model by MLR, for which the p-value was larger than 1×10-4. This 

optimal process was conducted ten times. During the optimization processes, the larger 

p-values of the measuring point were deleted individually to fit the new model and 

calculate its R2 value. Finally, the final model became simpler and more reliable 
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because it consisted of only six independent variables. 

The R2 values of each point in the improved model were 0.729, 0.7196, 0.7152, 

0.7127, 0.7123, 0.7103, 0.676, 0.6177, 0.6047, 0.6038, respectively. The final model 

consisted of six measuring points to guarantee the accuracy of the statistics-based 

selection model. The R2 value was 0.6038, which is larger than the predetermined R2 

value criterion. Finally, the equation of the statistics-based selection model is fitted by 

MLR, which is expressed as follows: 

Dheat-source(t)=31.4-11.74TCH2(t)+1.36TCH6(t)+5.76TCH7(t)+ 

                 0.75TCH12(t)+0.18TCH16(t)+0.89TCH17(t)………………… (3) 

Table 8 Result of first optimal model 

Coefficient 
Estimated  

value 
t-test p-value 

β0 -1082.00 -4.697 5.23E-06 

β1 24.24 2.493 0.01357 

β2 -11.72 -7.513 2.65E-12 

β3 -1.15 -3.498 0.000592 

β4 2.71 7.784 5.43E-13 

β5 1.02 2.619 0.009564 

β6 2.35 5.567 9.34E-08 

β7 11.23 5.501 1.29E-07 

β8 178.40 3.692 0.000295 

β9 -84.80 -2.812 0.00547 

β12 0.48 5.081 9.39E-07 

β16 0.25 8.162 5.68E-14 

β17 0.63 7.443 3.99E-12 

β18 -24.44 -3.09 0.002319 

β19 -10.59 -3.308 0.001137 

β20 11.54 2.603 0.010011 

 

 

 

 

 

 

 

 



 

71 

 

Table 9 Result of second optimal model 

Coefficient 
Estimated  

value 
t-test p-value 

β0 -732.34 -3.951 0.000112 

β2 -9.47 -7.336 7.25E-12 

β3 -1.37 -4.287 2.95E-05 

β4 2.35 7.308 8.52E-12 

β5 0.60 1.69 0.092796 

β6 2.33 5.429 1.81E-07 

β7 9.23 4.847 2.69E-06 

β8 132.29 2.922 0.003924 

β9 -52.62 -1.903 0.058575 

β12 0.41 4.466 1.41E-05 

β16 0.24 7.768 5.86E-13 

β17 0.62 7.161 1.97E-11 

β18 -12.51 -1.958 0.051735 

β19 -12.51 -3.969 0.000104 

β20 8.21 1.914 0.057206 

 

Table 10 Result of third optimal model 

Coefficient Estimated value t-test p-value 

β0 -529.11 -

3.733 

0.000254 

β2 -9.74 -

7.567 

1.87E-12 

β3 -1.43 -

4.493 

1.25E-05 

β4 2.26 7.093 2.86E-11 

β6 2.67 7.001 4.80E-11 

β7 7.88 4.536 1.04E-05 

β8 89.90 2.373 0.018682 

β9 -31.35 -

1.267 

0.206694 

β12 0.45 5.057 1.04E-06 

β16 0.22 7.627 1.32E-12 

β17 0.66 8.039 1.14E-13 

β18 -7.43 -

1.311 

0.191428 

β19 -10.51 -

3.579 

0.000442 

β20 5.43 1.363 0.174436 

 

Table 11 Result of final model 

Coefficient Estimated val

ue 

t-test p-value 

β0 31.40 5.041 1.08E-06 

β2 -11.74 -13.965 <2E-16 

β6 1.36 4.586 8.22E-06 

β7 5.76 14.549 <2E-16 

β12 0.75 9.788 <2E-16 

β16 0.18 7.362 5.49E-12 

β17 0.89 12.181 <2E-16 
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4.2.3 Error analysis of proposed model 

An error analysis was performed on the proposed model to analyze the 

effectiveness and reliability of the statistics-based selection model. A comparison 

between the results of the FEM numerical simulation and the statistics-based selection 

model is shown in Fig.4.6. The comparison with the proposed models shows that the 

time-series deformations of the heat source were accurately and efficiently predicted by 

the final statistics-based selection model. The number of measuring points was 

successfully decreased from 20 to only six, namely CH2, CH6, CH7, CH12, CH16, and 

CH17. To further discuss the advantages of the final statistics-based selection model, it 

is necessary to conduct a comparison between the fitted results of ten measuring points 

in the lower location of the simple workpiece using MLR, fitted results of ten measuring 

points in the upper location of the simple workpiece using MLR, and final statistics-

based selection model. The R2 values of the ten measuring points in the lower and upper 

locations were 0.4056 and 0.5189, respectively, which were smaller than the R2 of the 

statistics-based selection model (0.6038). The comparison results are shown in Fig. 4.7. 

The black, blue, and red lines are linearly fitted by the corresponding color point groups. 

The green line indicates that the deformation calculated by the different measuring point 

groups is equal to that calculated using the numerical simulation. It is clear that the red 

line is closer to the green line. In addition, the number of input variables in the final 

statistics-based selection model was only six. Therefore, it can be concluded that the 

final statistics-based selection model is more reliable than other models. Moreover, it 

is clear that differences in the candidate point sets affect the final estimation quality. 

Therefore, it is necessary to consider all the possible measurable points as the initial 

candidate set. 

 



 

73 

 

0 100 200 300 400 500 600 700
0

2

4

6

8

10

12

14

16
 Deformation of numerical simulation 

 Deformation calculated by initial model 

 

 

Time，s 

D
e
fo

rm
a
ti

o
n
，


m

0 100 200 300 400 500 600 700
0

2

4

6

8

10

12

14

16
 Deformation of numerical simulation 

 Deformation calculated by finial model 

Time，s

D
ef

o
rm

at
io

n
，


m

 

 

  

Figure 4.6 Comparison between time history deformation of numerical simulation and other 

models, (a) initial model, (b) final model 
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Figure 4.7 Comparison in different monitoring points group, (a) 10 monitoring points of lower 

location, (b) 10 monitoring points of upper location, (c) Six measuring points of the final 

statistics-based selection model, (d) Compared of R2 values different points selection 
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4.3 Complex workpiece case research 

4.3.1 Statistic based selection model proposed and optimal 

To confirm the applicability of the proposed method in an actual situation, a 

machining case of a complex workpiece was investigated. 

The workpiece geometry of the second case study and the outline of the end-

milling process are illustrated in Fig.4.3. The machining of the entire top surface of the 

workpiece is assumed. The candidate locations of the temperature measuring points are 

shown in Fig.4.3 (a) and (b). CCH1, CCH2, CCH3, CCH4, CCH5, CCH6, CCH7, and 

CCH8 are located along the red dotted line, whose radius was 60 mm. CCH1 and CCH2 

had transverse symmetries with CCH4 and CCH3, respectively. CCH1, CCH2, CCH3, 

and CCH4 had longitudinal symmetry with CCH8, CCH7, CCH6, and CCH5, 

respectively. The angle between the CCH2 and the transverse axis was 12°. The angle 

between the CCH4 and the transverse axis was 41°. CCH9, CCH10, CCH11, CCH12, 

CCH13, CCH14, CCH15, and CCH16 are located on the green dotted line on average, 

whose radius was 30 mm. The angle between them was 45°. The angle between the 

CCH16 and the longitudinal axis was 31°. 

The workpiece material and all machining conditions were the same as those in 

the first case. Therefore, the simulation conditions, except for the workpiece shape, are 

the same as in the first simulation. 
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Figure 4.8 Time-series of temperatures in 16 monitoring points  
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Figure 4.9 Time-series of deformations in the center of the heat source 
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(b) Final model 

Figure 4.10 Comparison between time-series deformations of numerical simulation and other models 

According to the location of the measuring points in Fig.4.3, the time-series 

temperatures of the measuring points and time-series deformations at the moving heat  

source were extracted, as shown in Fig.4.8 and Fig.4.9, respectively. The same 

procedure as in the first case was applied to determine a simple empirical model of the 

workpiece deformation. The R2 value for the initial model was 0.8483. After evaluating 

the AIC and p-values, the R2 value of the final model was 0.8083. Notably, all p-values 

were lower than 1×10-4. Finally, the equation of the statistics-based selection model was 

fitted using MLR, which is expressed as follows: 

D
heat-source

(t)=0.059-0.045TCH2(t)- 0.025TCH5(t)+0.138TCH14(t)+ 

0.106TCH16(t)………………… (4) 

Table 12 Result of initial model 

Coefficient Estimated value t-test p-value 

β0 -0.0247 -0.39 0.696628 

β1 -0.0005 -0.15 0.881207 

β2 -0.0338 -5.687 3.19E-08 

β3 -0.0025 -0.378 0.705844 

β4 -0.0090 -2.108 0.035875 

β5 -0.0163 -3.74 0.000222 

β6 -0.0139 -1.574 0.116687 

β7 -0.0163 -2.417 0.016252 

β8 0.0103 2.672 0.007975 

β9 -0.0382 -0.985 0.325345 

β10 0.1142 2.864 0.004495 

β11 -0.1950 -4.609 6.09×10-6 
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β12 0.1793 4.438 1.30×10-5 

β13 -0.1072 -2.497 0.013098 

β14 0.2184 4.965 1.18×10-6 

β15 -0.0379 -0.852 0.395131 

β16 0.1220 3.016 0.00279 

 

Table 13 AIC value in different groups 

Deleted monitoring point AIC value 

1 -298.99 

3 -298.86 

15 -298.24 

9 -297.98 

none -297.01 

6 -296.4 

4 -294.34 

7 -292.88 

13 -292.48 

8 -291.54 

10 -290.44 

16 -289.52 

5 -284.54 

12 -278.83 

11 -277.3 

14 -273.96 

2 -266.55 

 

Table 14 Result of better suitable model 

Coefficient Estimated value t-test p-value 

β0 -0.0184 -0.273 0.78537 

β2 -0.0373 -7.025 1.51×10-11 

β4 -0.0095 -2.413 0.016458 

β5 -0.0209 -4.627 5.59×10-6 

β6 0.0112 1.321 0.18738 

β7 -0.0164 -2.465 0.014275 

Β8 0.0104 2.57 0.010663 

β11 -0.1051 -3.382 0.000817 

β12 0.0465 1.406 0.160885 

β13 0.1095 4.728 3.54×10-6 

β14 0.0643 3.084 0.00224 

β16 0.1153 9.757 <2×10-16 
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Table 15 Result of optimal model 

Coefficient Estimated value t-test p-value 

β0 -0.05866 -0.857 0.392 

β2 -0.0446 -11.115 <2E-16 

β5 -0.02453 -7.451 1.00E-12 

β14 0.13838 13.632 <2E-16 

β16 0.106249 13.425 <2E-16 

Table 16 Result of final model 

Coefficient Estimated value t-test p-value 

β0 -0.07508 -1.01 0.313 

β2 -0.04496 -10.31 <2E-16 

β14 0.090017 10.61 <2E-16 

β16 0.122581 14.83 <2E-16 

4.3.2 Error analysis of proposed model 

The measuring points were successfully decreased from 16 to four, namely CCH2, 

CCH5, CCH14, and CCH16. By comparing different proposed models, it can be 

concluded that the time-series deformations of the heat source were accurately and 

efficiently estimated by the final statistics-based selection model, as shown in Fig. 4.10. 

To discuss the advantages of the final statistics-based selection model, the fitted results 

of eight measuring points on the plate backside using MLR, the fitted results of eight 

measuring points on the cylinder surface using MLR, and the final statistics-based 

selection model were compared. The R2 values of the eight measuring points in the 

lower and upper locations were 0.4435 and 0.7827, respectively, which were smaller 

than the R2 of the final model (0.8083). The comparison results are shown in Fig.4.13. 

The black, red, and blue lines are linearly fitted by the corresponding color point groups 

in Fig.4.13. The green line indicates that the calculated deformations by different 

measuring point groups are equal to the deformations measured using the FEM-based 

process simulation. It is evident that the red and blue lines are all closer to the green 

line. However, the number of input variables in the final model was only four. 

Consequently, the final model was more suitable than other models.   
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Figure 4.11 Time-series of deformations in the center of the heat source 
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Figure 4.12 Comparison between time history deformation of numerical simulation and other 

models, (a) initial model, (b) final model 
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Figure 4.13 Comparison in different monitoring points group, (a) 8 monitoring points of plate 

back, (b) 8 monitoring points of cylinder surface, (c) 4 monitoring points of final statistic based 

selection model, (d) R2 value compared of different points selection for complex workpiece 
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4.4 Summary 

In current chapter, we propose and evaluate a statistics-based method to determine 

measuring points for the thermal process measurement in end milling. The predicted 

machining error and measurable temperatures were calculated using FEM process 

simulation. These predicted values were correlated in the form of the MLR model. The 

model was simplified based on statistical evaluations, such as AIC and p-values. To 

investigate the applicability of the proposed method for obtaining a simplified model 

of machining error, case studies for simple and complex workpieces in the end-milling 

process were conducted. In both cases, the number of measuring points was 

successfully decreased without deteriorating estimation accuracy. This indicates that 

the proposed statistics-based selection method enables the systematic determination of 

appropriate measuring points for the thermal monitoring of the end-milling process. 
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5. Statistic model comparison based on variation parameters  

5.1 Background 

End milling is widely used for finishing-cut parts of planar or curved shaped parts 

by the characteristic as agile production, which plays a significant role in 

manufacturing[6,7]. During the end-milling process, the generation of heat by friction 

between machining tool and workpiece is involved to induce excessive 

temperature[92~98]. Then, thermal deformation of workpiece is enhanced to cause the 

detriments of the surface integrity and machining quality. As the contact phenomena 

within the contact area between the workpiece and machining tool is extremely narrow 

and high-speed movement, it’s extremely difficult to measure temperature and thermal 

deformation, especially in different thermal variations of machining process[99,100]. 

Therefore, how to accurately monitoring temperature and thermal deformation of 

workpiece in end-milling is specifically important to improve the end-milling process 

[101~106]. 

As the FEM (Finite Element Method)-based process simulation is deeply 

investigated for many years in thermal measurement, which is indispensable for 

understanding the actual machining process. An analytical model was proposed by 

Radulescu and Kapoor for the prediction of tool temperature fields in metal cutting 

process, which can be applied to any continuous or discontinuous 3D cutting process. 

The analysis predicts the time-dependent heat fluxes into the cutting tool and requires 

the cutting force as input to accurately represent the heating and cooling cycles 

encountered during interrupted cutting. The results show a linearly increasing 

relationship between tool-chip interface temperature and cutting speed during 

continuous and interrupted cutting [67]. A prediction of tool and chip temperature fields 

during continuous machining and time-varying milling is presented by Lazoglu and 

Altintas, the finite difference method (FDM) was conducted to solve the temperature 

distribution in their study. To investigate continuous or steady-state machining 

operations such as orthogonal cutting within the tool rake face contact region, the heat 
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transfer between the tool and the chip is first simulated. In their work, the time-varying 

chip was digitized into small elements with different tool rotation angles, and the 

temperature field of each of these differential elements was modeled as a first-order 

dynamic system. To evaluate the transient temperature change, a recursive solution was 

used in the study. The proposed model enables the combination of steady-state 

temperature prediction in continuous machining with transient temperature assessment 

in interrupted cutting operations [107]. In W.Grzesik’s research, the finite difference 

methods (finite difference approaches) were conducted to detect the temperature 

distribution inside the contact area for continuous (turning) and discontinuous (milling) 

machining processes. Difference equations are used to predict the tool temperature field, 

defined based on the energy balance produced by all discrete elements of the model. In 

case of lack of simulation programs for prediction of the temperatures in the cutting 

zone during machining process, a basic equilibrium method (BEM) was proposed [108]. 

Currently, the monitoring of temperature variations can be easily and accurately 

realized based on some methods, while mainly focus on measuring temperature on the 

rake face and flank face as well as on the cutting tool [109, 110]. All above mentioned 

literatures are all surrounding with the analysis of temperature distribution on the 

cutting tool. Meanwhile, many researches also realized the significant of temperature 

measurement of workpiece in machining processes. During the completely end-milling 

process, the poor machinability and the consequent limitation on productive, tool life 

and workpiece integrity are mainly caused by high temperature in the machining system, 

so the temperature measurement for workpiece during end-milling machining should 

also be paid attention and investigated. For the measurement of temperature of 

workpieces, mostly done with the embedded thermocouples and IR systems. Some 

phenomena can affect production by reducing quality or precision have been described. 

Therefore, it becomes essential to understand processing phenomena, temperature 

variation and significance of temperature measurements during the end-milling process. 

A simple way to identify these phenomena is to monitor the process. In their work, the 

first step in selecting and defining the various techniques that can be used to monitor 
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the process is discussed. In addition, they point out the significance of temperature 

measurements during the end-milling process and outline the techniques for acquiring 

and processing the signals for monitoring the process. In order to deal with an in-

process visualization method of machining support the state recognition in machining, 

an accurate state estimation technique was proposed, which was associated with series 

of data in the machine simulation [104,111~113]. For the in-process visualization, many 

theoretical are conducted in the researches, especially the multiple linear regression 

(MLR) provided better adaptation in modeling to prediction of temperature variations 

[114]. Multiple regression analysis is used whenever we wish to model the relationship 

between one response variable and more than one regressor variable [115]. The MLR 

theory is conducted in a comparison study to investigate the adaptation in prediction of 

the significant wave height. It’s noted that some meteorological factors with much 

affection to the model are remained after the analysis of selection. Then the significant 

wave height models have better performance are proposed, benefiting from nonlinear 

models with the factors selected by MLR, such as wind speed and wind gust at a 

previous time step and air pressure, water temperature as well as air temperature at the 

same time step yield [116]. In Cakmak’s research, he presents a theoretical examination, 

multiple linear regression (MLR) were used for modeling the temperature of water in 

the cooker. The adaptation abilities of models were investigated comparing the 

rootsquare of mean square error, mean absolute error and correlation coefficient [117]. 

On the other hand, for realizing the same function of prediction error and thereby 

relative quality of statistic models based numerous data, the Akaike information 

criterion (AIC) [118,119] as an estimator is conducted in researches. For describing 

model complexity, the effective degrees of freedom are significant, moreover, the 

number of effective degrees of freedom can be determined by AIC in the mixed effects 

models with correlated errors [120]. It’s obviously that the application of MLR and AIC 

theories plays a significant role in-process visualizing, especially in selecting or 

estimating dependent variables by the optimal combination of multiple independent 

variables. But unfortunately, very few applications of MLR and AIC theories to the 
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mechanical field in-process visualizing. There are researchers pointed out that thermal 

expansion of the workpiece during end milling can reduce machining accuracy, so a 

method was proposed to select the appropriate temperature measurement location based 

on changes in conscious machining evaluation. By giving temperature distributions 

corresponding to the parameter combinations, evaluation criteria for selecting 

measurement points are then calculated. Furthermore, the adaptability of the proposed 

criteria to different machining situations is evaluated by comparing selected 

measurement points corresponding to different toolpaths [22,111,120]. However, it 

remains restrictions for real-time calculation of the FEM analysis. For solving this issue, 

Y.Sasaki proposed a method with much accuracy for estimating thermal displacement 

based on FEM. In this work, it was pointed out that machining errors could be caused 

by the thermal displacement of machine tools due to environmental temperature 

variations. And the machining errors could decrease a lot after equipped with a 

simplified model [121].While the heat is transformed from mechanical work during 

machining process. About 90% in mechanical energy become thermal energy according 

to the research of Shaw [96]. During the end-milling process, workpiece’s thermal 

changes due to the existence of frictional heating and plastic work convert heating, 

which can cause the thermal deformation variation. Absolutely, the deformation of the 

thermal workpiece, which plays a significant role on the accuracy of machining in the 

end-milling. Although there is not enough literature to study this field, the monitoring 

and research of thermal deformation variations in the process of end-milling is urgent. 

In this paper, statistic models based on variation parameters for monitoring workpiece’s 

thermal deformation are proposed, and their relative merits and demerits are discussed 

by considering precision, ease of use and applicable range, etc. Based the data are 

completely obtained through finite element numerical simulations, also the MLR and 

AIC theories are conducted in this research in describing the thermal deformation at 

machining points by the optimal combination of multiple independent variables.  

Various cases of changing the significant parameters of machining process such as 

heat source, convective heat transfer coefficient is simulated and calculated. Both the 



 

86 

 

methods proposed in this study have good applicability to the prediction of the 

deformation of the machining point, even though, the two methods to propose the 

models have different adaptation ranges and situations. It’s selectable for other 

researches to choose the appropriate statistic model based on vary situation for their 

own needs. 

5.2 Framework of Statistics-based thermal monitoring based on variation 

parameters 

For the previous part of this research, mainly concerned with a selection of 

statistic-based measuring points for monitoring the thermal deformation of a workpiece 

in end-milling. Due to the deformation of thermal workpiece plays an important role 

which can affect the machining accuracy, in this sense, it comes the issue that how to 

realize the function to direct measure the workpiece deformation in a machining 

situation with process disturbances. Fortunately, it can be easily and accurately to 

measure the local temperatures of the workpiece using common measuring methods. 

With this purpose, a sensor-configured thermal simulation is conducted which 

combines local temperature measurements with thermal simulations [111].  

There are linear relationships between the thermal deformation and thermal states 

during end-milling process, appropriately, multiple linear regression (MLR) can be 

applied. For estimating the workpiece deformation with measured temperatures, an 

empirical modeling method is introduced. In the FEM-based simulations, the predicted 

time- series of temperature and deformations of the workpiece can be extracted, with 

these data base, the number of measuring points can be determined using Akaike 

information criterion (AIC) and effective measuring points are selected using the p-

value index. Therefore, a monitoring method for workpiece deformations is developed 

using simulation-based case studies in our previous research, which can represent 

workpiece deformation with minimum number of measuring points and corresponds 

well to the FEM simulations. The schematic explanation of this research is shown in 

Fig.5.1. 
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In my previous research work [122], the proposed model has a good effect in 

predicting thermal deformation when applied to constant material parameter condition. 

The following research is aimed at the variable material parameters, which means that 

the variable range can be adjusted up and down, and thermal deformation can be 

predicted effectively and with high precision. Because in the actual processing process, 

some parameters such as heat source and heat conversion coefficient will change due 

to the influence of gas flow and friction. Then we will discuss and analyze the 

application of the proposed model after changing the processing parameters in the 

following research. In the analysis, the temperature field of the finite element 

simulation results is experimentally verified, and the influence of different material 

parameters on the model accuracy is studied; On this basis, two new models are 

proposed, one is the MLR fitting method, and the other is adding a correction coefficient 

to the equation based on the original model. 

In this way, both models have better reliability and accuracy for predicting thermal 

deformation. Finally, the error analysis of the calculation results of these two models is 

carried out. The proposed two models can guide the thermal deformation monitoring 

work in the future end milling process, and provide a preliminary basis for the digital 

twin work of the end milling process. 
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Figure 5.1 Framework of this research 

 

5.3 Statistic-model proposed 

5.3.1 Normal statistic-model proposed 

The geometry of workpiece, the end-milling process and the locations of measuring 

points are presented in Fig.5.2. In this study, the workpiece is assumed under full 

machining with φ16 mm diameter end-milling tool at 0.00125 m/s feed rate. There is 

10mm distance between adjacent tool paths. By referring to the catalogue of high-speed 

steel cutting tools for bottom surface finishing, the setting conditions mentioned above 

are determined. The machining process is modeled as a heat conduction problem with 

a moving heat source, since the volume reduction of the workpiece during machining 

is ignored. Furthermore, the machining error due to the thermal expansion of the 
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workpiece is approximated by the opposite value of the deformation at machining point 

corresponding to the position of the end-milling. Table 1 shows the basic constants and 

detailed boundary conditions of carbon steel S45C (JIS) which obtained by FEM 

simulations in the end-milling process. 

Table 1 Basic constants of carbon steel S45C (JIS) 

Name Value 

Density 7850 kg/m3 

Heat source (W) 573 

Heat conduct coefficient (W/(m×℃)) 58 

Convective heat transfer coefficient 

(W/(m2×℃)) 
550 

Initial temperature (℃) 10.8 

Environment temperature (℃) 10.8 

Elasticity modulus (GPa) 206 

Poisson ratio 0.3 

Coefficient of linear expansion (℃-1) 14.8×10-6 

 

Figure 5.2 End-milling process of the workpiece and locations of the measuring points. (a) The 

straight lines on the top indicate the machining tool path. (b) Location of lower measuring points. 

(c) Location of upper measuring points. 

 

Firstly, an empirical model for monitoring thermal expansion would be proposed 

referring the procedures described in previous research [122] combining MLR, AIC 

and p-value, while the block workpiece in this study is in a different full machining 

than before. After the simulation conducted by ANSYS/APDL, the time-series 

temperatures of 20 measuring points and time-series deformation of heat source are 

extracted, which represent input variables (Tch1(t), Tch2(t), … Tchn(t) are stand for 

independent variable)and output variable respectively(Dheat-source(t) is stand for 

dependent variable). In addition, for matching the level of MLR method considering 

the determination of coefficient of multiple determined (R2) [123]. The independent 

(a) (b) (c) 
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variables are used to illustrate or describe the dependent variable. The whole optimizing 

procedures to obtain the statistic-model is shown in Fig.5.5, in which The R2 values of 

each improved model are 0. 0.7663, 0.762, 0.7527, 0.7508, 0.743, 0.7394, 0.7233, 

0.7114, 0.7001, 0.6849, 0.666, 0.6382, respectively. The AIC terms and p-value (should 

lower than 1×10-4[124]) with high value would be eliminated during optimizations. The 

initial result of statistics forecasting model is expressed as Eq. (1), in which i is stand 

for number of measuring monitoring points of temperature. 

Dheat−source(𝑡) = β0 +∑ β
i
TCH𝑖 …………………………... (1) 

As described the function of MLR and AIC in this study as well as based on data base 

extracted from simulations, the number of measuring points can be determined effective 

measuring points can be selected using the p-value index. Finally, the equation of 

statistic-based selection model is simpler and more reliable by only consisting of 6 

independent variables is fitted by MLR with the R2 value of 0.6382. For the 

consideration of the effectiveness and reliability of the proposed statistic-model, a 

comparison between time-series deformation of numerical simulation with the 

proposed statistic-model was conducted. The comparison results show that the statistic-

model with few measurement points can accurately and efficiently predict the thermal 

deformation. The statistic-model is expressed as follow: 

Dheat−source(𝑡) = [7.81494-1.39202TCH1(t)-0.76221TCH3(t)+1.25265TCH8(t)+ 

       0.35316TCH10(t)+0.31799TCH11(t)+0.17424TCH17(t)………… (2) 

 

Figure 5.3 Time-series of temperature in 20 monitor points, (a) CH1~CH10, (b) CH11~CH20 

(b) (a) 
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Figure 5.4 Time-series of deformation in center of heat source 

Figure 5.5 Tables in MLR simplification 
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Figure 5.6 Comparison between time-series deformation of numerical simulation and statistic-

model 
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5.3.2 Statistic-model applied in the situation of variation parameters 

In order to analysis the reliability of proposed model, the variation parameters of 

numerical simulation in end-milling process were conducted. The different boundary 

condition was listed in Table 14. According to the Table 14, the changing range of heat 

source and convective heat transfer coefficient were from 50% to 150%. The different 

boundary conditions were embedded in the FEM numerical simulation of simple 

workpiece end-milling process. Therefore, the time series of temperature in monitoring 

points and thermal deformation in the center of heat source were extracted respectively. 

In addition, according to the time series of temperature monitoring points, predict 

thermal deformation of workpiece was correspondingly calculated by proposed model. 

Finally, the comparison between FEM simulation result and proposed model calculated 

result were shown in Fig.5.7, Fig.5.8 and Fig.5.9. According to the Fig.5.7, with the 

heat source value changing from 50% to 150%, the tendency of FEM numerical 

simulation and proposed model calculation are shown as the linear changing. The 

proposed model calculated thermal deformation are firstly bigger than FEM numerical 

simulation thermal deformation and then smaller than that of FEM numerical 

simulation. By comparing Fig.5.7 and Fig.5.8, the changing tendency of comparison 

between proposed models calculated result and FEM numerical simulation result by the 

convective heat transfer coefficient changing are completely opposite to the heat source 

changing. By comparing Fig.5.7, Fig.5.8 and Fig.5.9, the changing tendency of 

comparison between proposed models calculated result and FEM numerical simulation 

result by heat source and convective heat transfer coefficient simultaneous changing 

are closely similar to the result of heat source solo changing, which is opposite to the 

result of convective heat transfer coefficient changing. Hence, it is illustrate that the 

temperature and thermal deformation changing of workpiece during end-milling 

process are mainly determined by heat source changing. Meanwhile, the changing 

tendency of FEM numerical simulation result and proposed model calculated result are 

obviously shown as the linear relationship, including heat source solo changing, 

convective heat transfer coefficient solo changing and two factors simultaneous 
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changing.  

Table 17 Factors and detailed simulation design 

 

 

 

 

 

 

 

 

 

No. 

A-Heat source 

(W) 

B-Convective heat 

transfer coefficient 

(W/(m2×℃)) 

 

Change limit Value Change limit Value  

Normal 100% 573 100% 550  

1 50% 286.5 100% 550  

2 75% 429.75 100% 550  

3 105% 601.65 100% 550  

4 110% 630.3 100% 550  

5 115% 658.95 100% 550  

6 125% 716.25 100% 550  

7 150% 859.5 100% 550  

8 100% 573 50% 275  

9 100% 573 75% 412.5  

10 100% 573 105% 577.5  

11 100% 573 110% 605  

12 100% 573 115% 632.5  

13 100% 573 125% 687.5  

14 100% 573 150% 825  

15 50% 286.5 50% 275  

16 75% 429.75 75% 412.5  

17 125% 716.25 125% 687.5  

18 150% 859.5 150% 825  
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Figure 5.7 Comparison between time-series deformation of numerical simulation and statistic-

model in different heat source: (a)50%, (b)75%, (c)105%, (d)110%, (e)115%, (f)125%, (g)150%      

(a) (b) 

(c) (d) 

(e) (f) 

(g) 
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Figure 5.8 Comparison between time-series deformation of numerical simulation and statistic-

model in different convective heat transfer coefficient: (a)50%, (b)75%, (c)105%, (d)110%, 

(e)115%, (f)125%, (g)150% 

(a) (b) 

(c) (d) 

(e) (f) 

(g) 



 

96 

 

0 200 400 600 800 1000 1200 1400
0

2

4

6

8

10

12

14
 Deformation of numberical simulation

 Deformation calculated by proposed model
 

D
ef

o
rm

at
io

n
, 


m

 

 

Time, s   

0 200 400 600 800 1000 1200 1400
0

2

4

6

8

10

12

14

16
 Deformation of numberical simulation

 Deformation calculated by proposed model

 
D

ef
o

rm
at

io
n

, 


m

 

 

Time, s
 

0 200 400 600 800 1000 1200 1400
0
2
4
6
8

10
12
14
16
18
20
22

 Deformation of numberical simulation

 Deformation calculated by proposed model

 
D

ef
o

rm
at

io
n

, 


m

 

 

Time, s   
0 200 400 600 800 1000 1200 1400

0
2
4
6
8

10
12
14
16
18
20
22
24
26

 Deformation of numberical simulation

 Deformation calculated by proposed model

 
D

ef
o

rm
at

io
n

, 


m

 

 

Time, s  

Figure 5.9 Comparison between time-series deformation of numerical simulation and statistic-

model in different heat source and convective heat transfer coefficient: (a)50%, (b)75%, (c)125%, 

(d)150% 

5.3.3 Adjusted statistic-model proposed based on variation parameters 

When the machining situations are changed, the FEM numerical result of thermal 

deformation hardly correspond to those calculated by the normal model. The thermal 

deformation changing rate (𝛿𝑇𝐷𝐶) is used to describe the relationship between FEM 

numerical result of thermal deformation and proposed model calculated result, which 

is expressed as follow: 

δTDC =
DFEM simulated 

Dmodel calculated
                                   (3) 

According to the Eq. (3), the thermal deformation change rate after the heat source 

and convective heat transfer coefficient are changed individually are shown in Fig. 5.10 

and Fig.5.11 respectively. Therefore, the relationship between thermal deformation 

changing result and heat source solo changing could be expressed as following: 

𝛼 = 2.38254e
μHS

2.0305 − 2.95399                           (4) 

Where, δ𝛼 is thermal deformation changing coefficient depending on heat source solo 

(a) (b) 

(c) 
(d) 
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changing. 𝜇𝐻𝑆 is the change rate of heat source. Meanwhile, the relationship between 

thermal deformation changing result and convective heat transfer coefficient solo 

changing could be expressed as following: 

𝛽 = 1.52563e
μHTC

-0.47939 + 0.80008                          (5) 

Where, δ𝛽 is thermal deformation changing coefficient which varies depending on the 

HTC alone. 𝜇𝐻𝑇𝐶  the change rate of convective heat transfer coefficient. Then, by 

combining δ𝛼 , δ𝛽  and the thermal deformation changing rate of heat source and 

convective heat transfer coefficient simultaneous changing, the thermal deformation 

changing coefficient δ𝛾 depends on the simultaneous change of HS and HTC could be 

expressed by MLR method, which is written as following: 

δ𝛾 = 0.98892α+ 0.85962β− 0.86279                       (6) 

Consequently, the adjusted proposed model could be obtained by combining Eq.(2), 

Eq.(4), Eq.(5) and Eq.(6), modified coefficient statistic model (MCSM) is expressed as 

following: 

Dheat−source(𝑡) = (2.35614e

μ
HS

2.0305 + 1.31146e

μ
HTC

-0.47939-3.09629) 

             ∗ [7.81494-1.39202TCH1(t)-0.76221TCH3(t)+1.25265TCH8(t)+ 

0.35316TCH10(t)+0.31799TCH11(t)+0.17424TCH17(t)]          (7) 

On the other hand, the adjusted statistic-model (ASM) was introduced as the 

second method utilizing MLR simplifications to offer operators more options, which 

could also adjusted to varied parameters correspond to variation of actual machining 

process in end-milling. In the case of varied parameters, compared with normal model 

equation (2) scheme, more databases were additionally considered including the normal 

database, databases with HS and HTC simultaneously changed within ±25%. Then the 

equation of ASM could also be obtained by combining MLR, AIC and p-value, the 

insufficient measurement candidates with same changing tendencies would be 

eliminated one by one referring the procedures for normal model proposed. 

Consequently, the equation of ASM is expressed as following: 

Dheat-source(𝑡)

=  -11.94278-3.68748TCH1(t) +0.72531TCH2(t)-2.21636TCH3(t)+0.92495TCH4(t)     
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+ 1.99685TCH7(t)+1.07628TCH10(t)+0.75046TCH11(t)+0.41957TCH13(t)+0.38645TCH16(t)+ 0.68189TCH18(t)                   

(8) 

The R2 of the adjusted statistic-model is 0.6762.. All the p-value are smaller than 

2×10
-16

.  

 

Figure 5.10 Thermal deformation changing result of heat source solo changing 

 

 

Figure 5.11 Thermal deformation changing result of convective heat transfer coefficient solo 

changing 

 

5.4 Error analysis of modified statistic-model 

5.4.1 Error analysis of MCSM 

The comparison between time-series deformation of numerical simulation and 

MCSM calculation by heating source solo changing, convective heat transfer 

coefficient solo changing and two factors simultaneous changing are shown in Fig. 5.12, 

Fig.5.13 and Fig.5.14, respectively. The black line is the thermal deformation of FEM 
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numerical simulation. The red and blue line are the thermal deformation of proposed 

normal model and MCSM respectively. According to the Fig. 5.12, when the range of 

heating source solo changing is from 50% to 150%, the thermal deformation of MCSM 

is more closely to the thermal deformation of FEM numerical simulation. Meanwhile, 

when the range of two factors simultaneous changing is from 50% to 150%, the thermal 

deformation of MCSM is also more accurate, which is shown in Fig. 5.14. In addition, 

according to the Fig. 5.13, when the range of convective heat transfer coefficient solo 

changing is from 50% to 150%, the thermal deformation of MCSM is closely to the 

thermal deformation of FEM numerical simulation, which is similar to that of thermal 

deformation calculated by proposed normal model. Consequently, rather than proposed 

normal model, MCSM is more accuracy to describe the relationship between 

temperature of monitoring points and thermal deformation of end-milling center.  

 

 

 

(a) (b) 

(c) (d) 

(e) (f) 
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Figure 5.12 Comparison between time-series deformation of numerical simulation and MCSM in 

different heat source: (a)50%, (b)75%, (c)105%, (d)110%, (e)115%, (f)125%, (g)150% 
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Figure 5.13 Comparison between time-series deformation of numerical simulation and MCSM in 

different convective heat transfer coefficient: (a)50%, (b)75%, (c)105%, (d)110%, (e)115%, 

(f)125%, (g)150% 

 

  

Figure 5.14 Comparison between time-series deformation of numerical simulation and MCSM in 

different heat source and convective heat transfer coefficient: (a)50%, (b)75%, (c)125%, (d)150% 

 

The error analysis is calculated by root-mean-square error (RMSE), which is 

expressed as follow: 

𝑅𝑀𝑆𝐸 = √
∑ (Xcal,i−𝑋model,i)

2𝑛
𝑖=1

𝑛
                          (9) 

Where Xcal,i   is the observed value, 𝑋model,i   is e model value. The closer the 

RMSE value is to 0, the more similar the observed result is to the model result. The 

comparison between time-series deformation of numerical simulation and MCSM 

(a) (b) 

(c) (d) 

(g) 
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calculation by HS changes alone, HTC changes alone and two factors simultaneous 

change are shown in Fig.5.15, Fig.5.16 and Fig.5.17, respectively. The purple color is 

stand for MCSM result, the green color is stand for proposed normal model. According 

to the Fig.5.15, when the range of HS is changed alone from 50% to 150%, the thermal 

deformation of MCSM is more closely to the thermal deformation of FEM numerical 

simulation. Meanwhile, when the range of two factors are simultaneously changed from 

50% to 150%, the thermal deformation of MCSM is also more accurate, which is shown 

in Fig.5.17. In addition, according to the Fig.5.16, when the range of HTC is changed 

alone from 100% to 115%, the thermal deformation of MCSM is closely to the thermal 

deformation of FEM numerical simulation, which is similar to that of thermal 

deformation calculated by proposed normal model. Consequently, rather than proposed 

normal model, MCSM is more accuracy to describe the relationship between 

temperature of monitoring points and thermal deformation of end-milling center. 

 

 

 

 

 

 

 

Figure 5.15 Comparison between time-series deformation of normal model and MCSM in 

different HS: (a) R2, (b)RMSE 

 

 

 

 

 

 

 

 

 

Figure 5.16 Comparison between time-series deformation of normal model and MCSM in 

different HTC: (a) R2, (b) RMSE 
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Figure 5.17 Comparison between time-series deformation of normal model and MCSM in 

different HS and HTC: (a) R2, (b) RMSE 

5.4.2 Error analysis of ASM 

The comparison between time-series deformation of numerical simulation and 

ASM calculation by heating source solo changing, convective heat transfer coefficient 

solo changing and two factors simultaneous changing are shown in Fig.5.18, Fig.5.19 

and Fig.5.20, respectively. The black line is the thermal deformation of FEM numerical 

simulation. The red and green line are the thermal deformation of proposed normal 

model and ASM respectively. According to the Fig.5.18, when the range of HS is 

changed alone from 50% to 150%, most of the thermal deformation of ASM is more 

closely to the thermal deformation of FEM numerical simulation. However, when the 

range of HTC is changed alone from 50% to 150%, the thermal deformation of ASM is 

not closely to the thermal deformation of FEM numerical simulation by comparing with 

that of thermal deformation calculated by proposed normal model. When the range of 

two factors are simultaneously changed from 50% to 150%, the thermal deformation of 

ASM is accurate in range from 50% to 150%, but excluding the unchanged 100%. 

Consequently, only when range of HS changes alone, HTC changes alone and two 

factors simultaneous change are located in 50% to 150% respectively, ASM is more 

accuracy to describe the relationship between temperature of monitoring points and 

thermal deformation at machining point rather than proposed normal model.   
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Figure 5.18 Comparison between time-series deformation of numerical simulation and ASM in 

different HS : (a)50%, (b)75%, c)90%, (d)110%, (e)125%, (f)150%, 
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Figure 5.19 Comparison between time-series deformation of numerical simulation and ASM 

in different HTC: (a)50%, (b)75%, c)90%, (d)110%, (e)125%, (f)150%, 
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Figure 5.20 Comparison between time-series deformation of numerical simulation and ASM 

in different HS and HTC:( a)50%, (b)75%, c)125%, (d)150%  

Almost the similar comparisons with the error analysis of MCSM were carried out 

to verify the effectiveness and reliability of the ASM. Since the ASM was proposed on 

the basis of more databases to compare to the normal model. The properly magnifying 

the parameters to ±50%, and narrowing a certain range within ±10% and ±15% is 

considered. As the error analysis of ASM proceeded, the comparison between time-

series deformation of normal model and ASM calculation by HS changes alone, HTC 

changes alone and two factors simultaneous change are shown in Fig.5.21, Fig.5.22 

and Fig.5.23, respectively. The orange color is stand for ASM result, the green color is 

stand for normal model.  

According to the Fig.5.21, Fig.5.22 and Fig.5.23, the R2 value of ASM are almost 

the same as that of normal model except the situation of 50%. When the range of HS is 

changed alone from 50% to 150%, the RMSE of ASM is smaller than that of normal 

(a) (b) 

(c) (d) 
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model, which is illustrated that the calculated result of ASM more closely to the thermal 

deformation of FEM numerical simulation. When the range of two factors are 

simultaneously changed from 50% to 150%, the RMSE of ASM are also smaller than 

that of normal model, as shown in Fig. 5.23(b). There is not so much difference between 

the RMSE of ASM and normal model when the changing rate of HTC from 50% to 

150%, shown in Fig. 5.21(b). Consequently, When range of HS changes alone, HTC 

changes alone and two factors simultaneous change are located in 50~150% 

respectively, ASM is more accuracy to describe the relationship between temperature 

of monitoring points and thermal deformation at machining point rather than normal 

model.  

 

 

Figure 5.21 Comparison between time-series deformation of numerical simulation and ASM in 

different HS : (a) R2, (b) RMSE 

 

Figure 5.22 Comparison between time-series deformation of numerical simulation and ASM in 

different HTC: (a) R2, (b) RMSE 
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(a) (b) 
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   Figure 5.23 Comparison between time-series deformation of numerical simulation and ASM in 

different HS and HTC: (a) R2, (b) RMSE   

   

5.5 Summary 

In this paper, the finite element method (FEM) numerical simulation of workpiece 

during end-milling process was systematically conducted, which was scientifically 

validated by the machining experiment under same boundary condition. A statistic-

based temperature monitoring points selection method and statistic model were 

proposed by using the Multiple Linear Regression (MLR) method, Akaike's 

Information Criterion (AIC) and p-value index. In the statistic model, predicted time-

series of deformation at the machining point were regarded as output variable, while 

time-series of temperature of measuring points were regarded as input variables. The 

accuracy of proposed statistic model during end-milling process was systematically 

discussed in various boundary conditions, such as heat source changes alone from 50% 

to 150%, convective heat transfer coefficient changes alone from 50% to 150% and two 

factors simultaneous change from 50% to 150%. Finally, two modified statistic model, 

such as modified coefficient statistic model (MCSM) and the adjusted statistic-model 

(ASM), were proposed to more suitable expressing the relationship between monitoring 

points temperature and thermal deformation of friction area between tool and workpiece 

surface, of which the error analysis were respectively discussed. Consequently, several 

conclusions were summarized as follow:   

 (1) The FEM calculation results of 10 monitoring points are quite consistent with 

(a) (b) 
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the actual experimental results, which indicates that the selected parameters can reflect 

accurately the temperature field distribution and variation of workpiece in end-milling 

process. 

(2) The modified coefficient statistic model (MCSM) and adjusted statistic-model 

(ASM) were successfully proposed by discussed the initially proposed statistic model 

in different various boundary conditions.  

(3) When the range of heat source changes alone, convective heat transfer 

coefficient changes alone and two factors simultaneous change are located in 

50~150%,MCSM and ASM are both more accuracy to describe the relationship 

between temperature of monitoring points and thermal deformation at machining point 

in various boundary condition. In addition, only when the ranges of the machining 

parameters are known in advance, MCSM is preferred to describe the relationship 

between temperature of monitoring points and thermal deformation at machining point 

rather than initially proposed statistic model.  
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6. Conclusion 

(1)The thermal structural coupling FEM calculation process was conducted in 

end-milling machining in detail, the in-direct coupling method is adapted to calculate 

the temperature field and thermal deformation in the end-milling process. The results 

of temperature and thermal deformation finite element simulation analysis indicate that 

the temperature affected area and thermal deformation area mainly concentrate in the 

contact area between tool and workpiece surface in the end-milling process.  

(2)The most sensitive points among 16 measurement points on the workpiece is 

selected using EOP method, the material parameters and boundary conditions are 

selected which can calculate workpiece’s temperature field accurately based on the 

comparison between the temperature time-series curves of most sensitive point and 

actual temperature experimental results. Finally, 10 monitoring points are re-selected 

again on the workpiece, and the accuracy and reliability of the material parameters and 

boundary conditions set in the finite element calculation were verified by comparing 

the finite element calculation results of temperature with the monitoring results in the 

actual machining process. 

(3) The FEM calculation results of 10 monitoring points are quite consistent with 

the actual experimental results, which indicates that the selected parameters can reflect 

accurately the temperature field distribution and variation of workpiece in end-milling 

process. 

(4)A statistics-based method was proposed and evaluated to determine measuring 

points for the thermal process measurement in end milling. The predicted machining 

error and measurable temperatures were calculated using FEM process simulation. 

These predicted values were correlated in the form of the MLR model. The model was 

simplified based on statistical evaluations, such as AIC and p-values. To investigate the 

applicability of the proposed method for obtaining a simplified model of machining 

error, case studies for simple and complex workpieces in the end-milling process were 

conducted. In both cases, the number of measuring points was successfully decreased 
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without deteriorating estimation accuracy. This indicates that the proposed statistics-

based selection method enables the systematic determination of appropriate measuring 

points for the thermal monitoring of the end-milling process. 

(5) The modified coefficient statistic model (MCSM) and adjusted statistic-model 

(ASM) were successfully proposed by discussed the initially proposed normal statistic 

model in different various boundary conditions. When the range of heat source changes 

alone, convective heat transfer coefficient changes alone and two factors simultaneous 

change are located in 50~150%,MCSM and ASM are both more accuracy to describe 

the relationship between temperature of monitoring points and thermal deformation at 

machining point in various boundary condition. In addition, only when the ranges of 

the machining parameters are known in advance, MCSM is preferred to describe the 

relationship between temperature of monitoring points and thermal deformation at 

machining point rather than initially proposed statistic model. 
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