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Probabilistic Control of Dynamic Crowds
Toward Uniform Spatial-Temporal Coverage
Yukio Ogawa, Member, IEEE, Go Hasegawa, Member, IEEE, and Masayuki Murata, Member, IEEE

Abstract—Vehicular mobility and connectivity vary significantly over space and time when vehicular crowd sensing covers a
city-wide area for a long time period, but it is important to achieve sufficiently uniform data coverage to satisfy the requirements of
an environmental monitoring scenario. Our goal is thus to ensure uniform spatial-temporal coverage of sensed data over a
city-wide area despite such vehicle dynamics. For a large area, trajectory-based approaches must deal with a great number and
variety of participant mobility patterns. Hence, we propose a probabilistic control mechanism that adaptively adjusts the incentive
to each participant, without using any prior information about participants. We provide a mathematical analysis that ensures
stability of the number of participants with assigned tasks (called workers), and we evaluate the mechanism’s robustness by using
24-hr vehicle trace data from a city-wide area. Our results demonstrate that, when the number of participants is up to 1500 times
higher than the required number of workers, sensing actions result in a distribution with a mean of about 1 and an interquartile
range of around 4 for a required sensing interval; moreover, the mean increases by 2% when 30% of communication messages
are randomly lost.

Index Terms—vehicular crowd sensing, environmental monitoring, spatial-temporal coverage, probabilistic control
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1 INTRODUCTION

MOBILE crowd sensing (MCS) is an appealing
paradigm in which ordinary citizens contribute to

data collection by using their own mobile devices [1].
Here, vehicles have become a promising platform for en-
larging the sensing area from urban to rural scales [2], in
which every vehicle has continuous network connectivity
throughout the area and integrates GPS devices, smart
ambient sensors [3], and occupants’ smartphones [4]. Ve-
hicles can collect real-time data from their surroundings
and provide the data to, e.g., smart cities [5] and ITSs [6].
The geographical dispersion of vehicles might result in a
mixture of sparse and dense coverage of sensing actions.
However, when the data is used as basic information in
public infrastructure applications, it should be obtained
uniformly both across the entire area and throughout a
day. For example, in the case of weather conditions in
Japan, a meteorological system called AMeDAS [7] mea-
sures the wind direction and speed at space intervals of
17 km and time intervals of 10 min, and a radar network
called XRAIN [8] observes the rainfall over metropolitan
areas with a spatial resolution of 250 m and an update
cycle of 1 min. The goal of our study is to provide such
data through MCS, thus ensuring data coverage that is
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sufficiently uniform over space and time for applications
like environmental monitoring.

A huge research effort has been devoted to the devel-
opment of MCS, and urban sensing and environmental
monitoring are typical MCS applications [9], [10], [11].
Case studies in this domain include monitoring of air
pollutants and noise [12], road surface anomalies [13],
wireless network quality [14], and rainfall intensity [15].
These kinds of sensing tasks are either conducted at
a particular location with an expiration time or con-
ducted periodically at random locations, and the spatial-
temporal accuracy and granularity of the collected data
are determined by the application requirements. How-
ever, every application needs to ensure completion of all
tasks to guarantee the data coverage of an entire area; this
is a fundamental research issue in MCS [9], [10].

Most existing works on this issue assume prior
knowledge about MCS participants. A representative
method is trajectory-based assignment, in which tasks are
assigned to participants (called workers) that are selected
by predicting their future movements or locations from
their moving traces or historical locations [16], [17], [18],
[19], [20]. This method increases the probability of each
task being performed successfully. In contrast, we assume
a city-wide scenario for a smart city. In this scenario,
an MCS system must monitor an entire city-wide area,
where a huge number of ordinary vehicles participates
from urban, suburban, and rural areas throughout a day.
Several drawbacks thus arise in this scenario:

• There are an enormous number and variety of ve-
hicle mobility patterns in terms of vehicle speeds,
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travel distances, times, and routes. The local vehi-
cle density thus significantly changes across the
entire area and varies over different time peri-
ods. Furthermore, spot densities may unexpect-
edly change because of, e.g., traffic accidents.

• Advanced mobile networks like 5G might not
yet be available in rural areas. Moreover, mo-
bile network quality varies from location to lo-
cation [21], and vehicular mobility may lead to
packet loss [22]. Mobile network quality might
thus add uncertainty to participants’ information.

• An MCS system incurs security and privacy risks
when it obtains trajectories from ordinary vehicles,
except for public vehicles like buses [23].

• Even when there is a reliable, secure way to collect
and store participants’ trajectories, massive com-
putational resources are needed to analyze such
enormous trajectory data.

To overcome these drawbacks, we have developed
a worker allocation mechanism based on a biology-
inspired mathematical model called the response-
threshold model [24]. This model describes the phenom-
ena of division of labor in insect societies, and each
participant reacts to an incentive (also called a stimulus)
and simply decides whether to accept or refuse a task in a
probabilistic manner. This lightweight approach does not
require any prior knowledge about participants and can
adaptively modify the behavior of a group of anonymous
participants. Accordingly, the response-threshold model
has the potential to solve the above problems. It has
already been applied to several distributed systems to
achieve self-organized control [25], [26], e.g., assignment
of sensing tasks [27], routing [28], and registry service
provision [29] to nodes in wireless sensor networks. It
has also been used for task allocation in swarm robotic
systems [30]. However, several challenges arise in using
this model to achieve uniform data coverage in the above
application scenario.

We summarize the challenges and our contributions
below:

• The response-threshold model describes changes
in the number of workers only in the temporal
domain, yet the participant density changes in
both the spatial and temporal domains. Hence, we
formulate a probabilistic worker allocation mech-
anism based on the response-threshold model to
account for spatially distributed incentives and the
temporal dynamics of all workers, in consideration
of a less-stable network environment. This mecha-
nism uses only the current numbers of participants
and workers, the locations of sensed data, and
several vehicular traffic statistics.

• Rapid changes in the number of participants could
lead to instability in the number of workers, unless
the participants are given optimal incentives. We
thus describe temporal changes in the incentives
and the number of workers as a two-dimensional
nonlinear system [31]. Then, we present a math-

ematical analysis and specify the conditions to
stabilize the number of workers.

• As far as we know, the question of whether such
a probabilistic mechanism can control dynamic
crowds has not yet been evaluated. Through com-
puter simulations using city-wide vehicle trace
data over a day, we demonstrate that our mech-
anism can overcome the above-mentioned draw-
backs. The simulated spatial-temporal distribution
of sensing frequencies has a mean of almost 1
and an interquartile range (IQR) around 4 for
a required sensing interval, even when 30% of
communication messages are randomly lost.

The rest of the paper is organized as follows. We
discuss related works in Section 2. We formulate the
mathematical model in Section 3 and analyze its stability
in Section 4. Section 5 describes the algorithm for control-
ling participants. Section 6 evaluates the spatial-temporal
coverage. Finally, Section 7 concludes the paper.

2 RELATED WORK

To ensure sufficient sensing coverage, existing works
have introduced a variety of techniques for MCS pro-
cesses such as participant incentivization and task allo-
cation [9], [10], [11]. As reviewed below, most of these
techniques require prior knowledge about participants,
such as location histories and moving traces.

Participant incentivization: There are two sensing
paradigms regarding human involvement in MCS: par-
ticipatory and opportunistic modes [32]. A participatory
mode incentivizes participants and incorporates them
into decision making, e.g., by taking a detour to a sensing
location. Several studies have proposed techniques to
guarantee data coverage in this mode. For example, Xu et
al. [33] used the Kullback-Leibler divergence between the
trajectories of incentivized vehicles and the distribution
of target data to make the sensing distribution similar
to the target distribution. Fan et al. [34] exploited a
reverse combinatorial auction to optimize the detour cost
between the task set and the participants’ original trajec-
tories. Tao and Song [35] determined workers’ traveling
paths through clustered tasks to balance the data quality
and the workers’ profits. In contrast, our MCS system
operates in an opportunistic mode to support large-scale
deployment [32], and participants are thus unaware of
the data collection process and are not requested to
deviate from their original routes.

Probabilistic task allocation: In MCS, probabilistic or
nondeterministic task allocation often means that a single
task at a certain location and time is assigned to multiple
participants. Their probabilities of performing the task
are obtained from their locations or mobility profiles [36],
as well as the recruiting cost [19], [37] and social rela-
tionships [38], [39], [40], so that a single participant or
multiple cooperative participants are selected to perform
the task. Moreover, in [41], each task should be performed
at a specific location within a range of beginning and
ending times. Unlike those studies, we do not handle the
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situation in which multiple participants have the possibil-
ity of simultaneously performing a single task; rather, we
simply assume that a task is probabilistically allocated to
a participant who happens to be at the specific location.

Task types: A worker simultaneously collects a single
type or multiple types of data according to whether
sensing tasks are homogeneous or heterogeneous [42].
As for our target, i.e., homogeneous tasks, Liu et al. [43]
introduced reinforcement learning to identify a few sub-
areas to be sensed in the future according to the expected
coverage by participants. Cao et al. [44] used transfer
learning to estimate the roads covered by new vehicular
workers from those covered by previous vehicles. To
handle heterogeneous tasks, Wang et al. [45] exploited
the spatial-temporal correlation among multiple concur-
rent tasks and reused limited worker resources. Wang et
al. [46] then applied Lyapunov optimization to deal with
the limited sensing range of each worker.

Specific scenarios: Other works have investigated spe-
cific application scenarios. Wang et al. [47] complemented
opportunistic workers moving along their routine tra-
jectories with participatory workers deviating from their
original routes. Wang et al. [48] integrated the predefined
trajectories of public vehicles like buses and predicted
the trajectories of ordinary vehicles. Chen et al. [49]
forecasted the probabilities of routes and ride requests
to optimize the sensing coverage of ridesharing vehicles.

Non-trajectory-based approach: In contrast to the above
works, there have been a few works that do not analyze
participants’ prior information but use only their current
information. For example, Zhang et al. [50] estimated
the possible coverage of participants from their current
locations and directions. Fiandrino et al. [51] recruited
workers according to their spatial distance to tasks,
their willingness to contribute, and the remaining battery
charge of their devices. Similarly, our mechanism does
not require participants’ prior information, and it neither
stores participants’ current locations nor associates them
with identifiers; these characteristics are favorable to
promote citizen-based sensing.

Our approach: The spatial-temporal density of data ac-
quired by opportunistic vehicular sensing is significantly
affected by vehicle mobility [52]. To reduce the influence
of vehicles being spaced irregularly in space and time,
irregularly sensed data should be converted to uniformly
distributed data [53], or uniformly distributed workers
should be selected from irregularly spaced participants.
We choose the latter approach and focus on how to han-
dle the irregular spatial-temporal mobility of participants
without prior knowledge about them. Our system deals
only with the number of anonymous participants and
does not consider who collects the data. It also does
not know where participants are and when and where
they start and stop traveling. Hence, our system does
not assign sensing tasks deterministically to participants.
Instead, all participants are continuously stimulated by
incentives, and some of them probabilistically perform
sensing actions, so that data is collected approximately at
a required sensing interval over space and time.

To the best of our knowledge, the only work related
to our application scenario is that of Montori et al. [54],
who sought to control the amount of data generated
by participants and proposed a distributed probabilistic
algorithm based on limited feedback from a central en-
tity. Our approach, however, is fundamentally different
from theirs, because their algorithm operates only in the
time domain, whereas we control both the spatial and
temporal domains. Furthermore, their algorithm does
not consider low-quality networks, whereas our model
accounts for less-reliable message delivery [55].

3 WORKER ALLOCATION MODEL

This section gives an overview of our MCS shown in
Fig. 1 and a mathematical model for controlling partic-
ipants. In this section, the main equations are Eqs. (7)
and (17); the main symbols are listed in Table 1.

3.1 System Overview

System configuration: Our system consists of a central
server in a data center (simply called the server here-
after), client software running on participating vehicles
(simply called participants), and mobile networks and
the Internet between them. The participants are ordinary
vehicles with no distinctive features. The whole target
area L is treated as a single sensing area and discretized
into a grid of many small squares. Each square represents
a discretized location denoted by j ∈ L. The server
executes a sensing process at a fixed time interval called
a time slot. The current time slot is denoted by t, and
the length of a time slot is ∆ (in seconds). On the other
hand, each participant, denoted by k, executes a sensing
process at an interval of ξ time slots in an independent
and asynchronous manner. A worker is defined as a par-
ticipant performing sensing actions and collecting data.
Participants and workers that activate sensing processes
at the current time slot are called active participants and
active workers, respectively.

Application requirements: The only application require-
ment in our system is the spatial-temporal granularity,
i.e., the space and time intervals of sensing actions, de-
noted by S (in meters) and T (in seconds), respectively.
The space interval S is consistent with the grid square
size for locations and is defined as ξ∆ times the partici-
pants’ average velocity v:

S = ξ∆v. (1)

The space interval S and time interval T determine
the required number of workers across the area per time
slot, N . Each sensing action must be performed once per
T seconds, i.e., ∆/T times per time slot, at each location.
The number of sensing actions equals the number of
active workers, which is approximated by 1/ξ of the total
number of workers. Thus, ξ∆/T workers are required
per time slot at each location; however, this number may
be less than the maximum number of participants at a
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Central serverData center

Mobile networks and Internet

Request Sensed data

(Performing sensing actions as a worker)
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Fig. 1. System overview.

particular time slot and location, e.g., at midnight in a
rural area. We thus define N by

N =
∑
j∈L

min

{
ξ∆

T
, mj

}
=

∑
j∈L

min

{
S

Tv
, mj

}
, (2)

where mj is the average number of participants per time
slot at location j, which is a constant.

Network environments: At each time slot, the server
estimates the total numbers of participants (including
workers) and workers, mt and n(t), by counting the
numbers of active participants and workers accessing the
server, m′

t and n′(t), respectively, and using the message
loss ratio pt (0≤pt<1). Here, pt is the ratio of the number
of data instances (enveloped in messages) that the server
cannot receive from active workers to the number of
data instances that active workers send to the server at
t. Thus, 1−pt is regarded as the ratio of the number of
active workers accessing the server at t, n′(t), to the total
number of active workers at t. Then, n(t) is estimated as

n(t) =
ξn′(t)

1− pt
. (3)

We also simply assume that mt is similarly estimated as

mt =
ξm′

t

1− pt
. (4)

Note that delayed or incomplete messages are treated as
lost messages, and their influence is captured by using pt.

Remarks: The time interval ξ at which participants acti-
vate sensing processes alleviates the network bandwidth
consumed by the messages sent to/from participants.
Suppose that a city-wide area includes 3000 participants
on average and 10000 participants at peak hours, and that
the message size is 1218 bytes [56]. When ξ is set to 10,
on the server side, the required bandwidth is about 3
Mbps on average and 10 Mbps at peak hours, which are
not especially large values. Each worker uploads sensed
data in the same manner. As workers are uniformly

TABLE 1
Main symbols and definitions

S Required space interval for sensing actions (in meters)

T Required time interval for sensing actions (in seconds)

N Required number of workers per time slot

∆ Length of time slot (in seconds)

l Ratio of number of disappearing participants to total

ξ Interval for participant’s sensing process (in time slots)

θk Threshold for non-worker k to become worker

θ Average of θk
qk Probability of worker k becoming non-worker

q Average of qk
mt Total number of participants at time slot t

m′
t Number of active participants accessing server at t

n(t) Total number of workers at time slot t

n′(t) Number of active workers accessing server at t

pt Message loss ratio at time slot t

σ(j, t) Incentive at location j and time slot t

s(t) Base incentive at time slot t

δt Magnitude of change in s(t) at time slot t

ωt Weight factor at time slot t

distributed in the area, N should be several hundred at
most. For ξ = 10, the number of simultaneously uploaded
data instances is then several tens; this number has little
influence on the network load.

3.2 Participant Behavior
Our system operates in an opportunistic mode [32], so
that each participant automatically executes sensing pro-
cesses without human intervention and decision-making.
These processes are thus no different among individuals.
Besides the time interval for each sensing process, ξ, the
behavior of participant k is specified by two parameters:

• The threshold for reacting to an incentive (i.e.,
reward) and starting the worker role, θk; and

• The probability of stopping the worker role, qk.

Participant k sets θk and qk within certain ranges by
considering its sensing ability, willingness to work, and
so on. Let Yk(t) ∈ {0, 1} be the state of participant k at
time slot t, where 0 and 1 indicate a non-worker and a
worker, respectively. According to the response-threshold
model [24], each participant executes the following pro-
cess at every interval of ξ time slots.

Non-worker: When the network with the server is
available, non-worker k at location jk and time slot t
requests the server to return an incentive of amount
σ(jk, t). It then becomes a worker with the following
probability [24]:

P (Yk(t+ ξ) = 1|Yk(t) = 0) =
σ2(jk, t)

σ2(jk, t) + θ2k
. (5)

Upon becoming a worker, k starts sensing actions at the
beginning of the ξ-time-slot interval.
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Worker: Worker k performs sensing actions (i.e., col-
lects data) regardless of whether the network is available.
When it is available, k uploads sensed data with its
location and time information. The data sensed at t is
uploaded at t + ξ. Then, k stops its sensing actions and
becomes a non-worker with the following probability:

P (Yk(t+ ξ) = 0|Yk(t) = 1) = qk. (6)

Equation (6) means each worker continues sensing ac-
tions for an average period of 1/qk times ξ time slots.

When the network is not available, non-workers and
workers cannot send requests and sensed data, respec-
tively. Accordingly, during a network failure, they are
not allowed to change their roles: non-workers cannot
become workers, while workers continue their sensing
actions and cannot return to being non-workers. Our
model accounts for these behaviors via the message loss
ratio pt, though the server only estimates the current
numbers of workers and participants by Eqs. (3) and (4).
All the data sensed during a network failure are sent to
the server as soon as the network becomes available.

In addition, when workers leave the sensing area or
stop traveling, then they send their data to the server
before leaving or stopping.

3.3 Incentive Model

The amount of incentive at each location and each time
slot is determined to ensure two properties:

• The total number of workers at the current time
slot is close to that at the previous time slot; and

• The current amount of data at a location is close to
that at other locations.

Let s(t) be the base incentive at time slot t; s(t) is
independent of locations. The server increases s(t) at time
slot t+1 when the current number of workers, n(t), is
smaller than the required number of workers, N , and it
decreases s(t) at t+1 when n(t) is larger than N . This
procedure is given as follows:

s(t+ 1) = s(t) + δt

(
1− n(t)

N

)
, (7)

where δt is the magnitude of the change in s(t).
The amount of incentive at location j and time slot t,

σ(j, t), is computed from s(t) as follows:

σ(j, t) = wj,ts(t), (8)

where wj,t is a weight coefficient for location j and time
slot t. Here,wj,t is a function of the ratio of the cumulative
amount of data collected at j and t to the space-averaged
cumulative amount of data at collected t (denoted by rj,t):

wj,t = f(rj,t) (9)

rj,t =

∑t
τ=t−tw+1 gj,τ

1
|L|

∑
j∈L

∑t
τ=t−tw+1 gj,τ

, (10)

where f is a function, gj,τ is the amount of data at j and τ ,
and tw is the width of a moving time window. To decrease
differences among the cumulative amounts of data at
different locations, f should assign a larger (smaller)
weight to a location where the cumulative amount of data
is smaller (larger) than the average. Though f depends on
the spatial distribution of vehicles in the area, we assume
that it is expressed in terms of powers of 1/rj,t:

f(rj,t) = α

(
1

rj,t

)β
, (11)

where α and β are constants.

3.4 Worker Dynamics

The state of each worker is probabilistically determined
by Eqs. (5) and (6). The expected total number of workers
in the area is formulated in the following way. At time
slot t, m′

t active participants access the server, and n′(t)
of them are active workers. Thus, m′

t − n′(t) active non-
workers access the server. Hence, the number of workers
at time slot t+1, n(t+1), is calculated from the number of
workers at time slot t, n(t), as follows:

n(t+1) + n∗(t+1) = n(t) + ν(t)(m′
t − n′(t))− qn′(t).

(12)

Here, ν(t)(m′
t − n′(t)) represents the number of non-

workers that will start working, and qn′(t) represents the
number of workers that will stop working, where q is
the mean of qk (the probability of a worker becoming a
non-worker).

In Eq. (12), n∗(t+1) represents the number of workers
that disappear from the area between time slots t and t+1.
First, we determine the number of disappearing partici-
pants, which is the sum of the number of participants that
leave the area and the number of participants that stop
traveling in the area. To conveniently count the number
of participants that disappear at t+1, we assume it is
roughly proportional to the total number of participants
in the area at t+1, and we denote the proportionality
coefficient by l. We further assume l approximates the
ratio of the number of disappearing workers, n∗(t+1),
to the sum of the numbers of workers and disappearing
workers, n(t+1) + n∗(t+1). Then, n∗(t+1) is given by

n∗(t+ 1) =
l

1− l
n(t+ 1). (13)

In Eq. (12), ν(t) represents the average probability of
a non-worker becoming a worker at t, which is defined
by using Eq. (5) as follows:

ν(t) =
1

m′
t − n′(t)

∑
k∈U(t)

σ2(jk, t)

σ2(jk, t) + θ2k
, (14)
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where U(t) is the set of active non-workers accessing the
server at t. By using Eq. (8), ν(t) is approximated as a
function of the base incentive at t, s(t):

ν(t) =
1

m′
t − n′(t)

∑
k∈U(t)

(wjk,ts(t))
2

(wjk,ts(t))
2
+ θ2k

∼ (ωts(t))
2

(ωts(t))
2
+ θ2

, (15)

where θ is the mean of θk (the threshold for each non-
worker becoming a worker). We introduce a weight factor
at t, ωt, which is defined as

ωt =
θ

s(t)

√
ν(t)

1− ν(t)
. (16)

This enables us to describe the temporal dynamics of all
the spatially distributed workers, instead of the specific
temporal dynamics of each worker.

Finally, by substituting Eqs. (3), (4), (13), and (15) into
Eq. (12), we get the temporal dynamics of the workers:

n(t+ 1) = (1− l)
{
n(t)

+
1− pt
ξ

{
(ωts(t))

2

(ωts(t))2 + θ2
(mt − n(t))− qn(t)

}}
. (17)

4 STABILITY ANALYSIS OF WORKER DYNAMICS

The combination of Eqs. (7) and (17) in Section 3 is a non-
linear system of two-dimensional first-order difference
equations, for which this section presents mathematical
analysis [57] to obtain stability criteria.

4.1 Number of Workers in Steady State
To simplify the notation of Eqs. (7) and (17), we use vector
notation with z(t) = [s(t) n(t)]T and a map f : z(t) 7→
z(t+1). Then, we obtain a first-order difference equation:

z(t+ 1) = f(z(t)). (18)

We derive a steady-state solution z̄ = [s̄ n̄]T that satisfies
z̄ = f(z̄). The amount of incentive given to participants
in the steady state, s̄, and the number of workers in that
state, n̄, are calculated from Eqs. (7) and (17): s̄ =

θ

ωt

√
(1− χt)N

κtmt − (1− χt + κt)N
, (19)

n̄ = N , (20)

χt = 1− l − (1− l)(1− pt)q
ξ

, (21)

κt =
(1− l)(1− pt)

ξ
. (22)

Equation (20) indicates that n̄ equals the required
number of workers, N . In Eq. (19), s̄ is a positive real
number and 1− χt > 0 holds. Thereby, κtmt − (1 − χt +
κt)N > 0 must hold; this gives the following relationship
between N and mt:

N <
κt

1− χt + κt
mt . (23)

4.2 Stability Conditions for Number of Workers
Let x(t) = [xs(t) xn(t)]

T be the difference between z(t)
and z̄. Then, z(t) is expressed as z(t) = z̄ + x(t), and
z(t+ 1) satisfies z(t+ 1) = z̄ + x(t+ 1) = f(z̄ + x(t)). A
first-order Taylor expansion approximates Eq. (18):

x(t+ 1) = Ax(t), (24)

A =
∂f

∂z

∣∣∣∣
z=z̄

, (25)

where A is the Jacobian matrix given by

A=

 1 − δt
N

2κt(mt−n̄)
ωt

2s̄θ2

{(ωts̄)2+θ2}2
χt−κt

(ωts̄)
2

(ωts̄)2+θ2

 .
(26)

To simplify the notation, we write this matrix as

A =

[
1 −a
b 1− 2c

]
, (27)

where a, b, and c are constants. These are obtained
by substituting Eqs. (19) and (20) into the elements of
matrix (26), as follows:

a =
δt
N
, (28)

b =
2ωt

√
(1− χt)N{κtmt − (1− χt + κt)N}3

κtθ(mt −N)
, (29)

c =
(1− χt)mt

2(mt −N)
. (30)

Suppose that Eq. (24) satisfies a given initial condition,
x(0) = x0; then, Eq. (24) is expressed as

x(t) = Atx0. (31)

We assume that

x(t) = λth (32)

is a solution of Eq. (31), and by substituting it into
Eq. (24), we have

λh = Ah. (33)

This means that the solution λth in Eq. (32) indeed
solves Eq. (24) when h is an eigenvector of matrix (27)
with an associated eigenvalue λ. The eigenvector h is a
nonzero solution of Eq. (33), and the associated eigen-
value λ should satisfy the characteristic polynomial of
matrix (27):

det(λI −A) = λ2 − 2(1− c)λ+ ab− 2c+ 1 = 0. (34)

The discriminant of the characteristic polynomial is de-
noted as D and defined as

D = c2 − ab. (35)
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In the following, we analyze the stability of the
steady-state solution z̄ by classifying the roots of the
characteristic polynomial (34) according to the sign of the
discriminant (35).

In the case of D > 0: Matrix (27) has a pair of distinct
real eigenvalues. Let λ1 and λ2 (λ1 6= λ2) denote the
eigenvalues, and let h1 and h2 denote their associated
eigenvectors. The general solution of Eq. (24) is given by

x(t) = d1λ1
th1 + d2λ

t
2h2, (36)

where d1 and d2 are constants that depend on the initial
condition x(0). We compute λ1 and λ2 according to the
characteristic polynomial (34), and then h1 and h2 by
using Eq. (33). The general solution (36) is thus expressed
as follows:[

xs(t)
xn(t)

]
= d1

(
1− c+

√
c2 − ab

)t [ −a
−c+

√
c2 − ab

]
+ d2

(
1− c−

√
c2 − ab

)t [ −a
−c−

√
c2 − ab

]
. (37)

The steady-state solution z̄ is asymptotically stable; that
is, we have limt→∞ z(t) = z̄ when |λ1| < 1 and |λ2| < 1,
which gives∣∣∣1− c+√

c2 − ab
∣∣∣ < 1 and

∣∣∣1− c−√
c2 − ab

∣∣∣ < 1. (38)

In the case of D < 0: The eigenvalues of matrix (27) are
complex conjugates. We denote them by λ1 and λ̄1 and
their associated eigenvectors by h1 and h̄1. The general
solution of Eq. (24) is then given by

x(t) = dλt1h1 + d̄ λ̄t1 h̄1 = 2<(dλt1h1), (39)

where d and d̄ are a complex constant and its complex
conjugate, respectively, and < indicates the real part.
Furthermore, λ1 and h1 are respectively obtained as

λ1 = 1− c+ i
√
ab− c2 =

√
ab− 2c+ 1 eiϕ, (40)

ϕ = tan−1

√
ab− c2
1− c

, (41)

h1 =

[
−a

−c+ i
√
ab− c2

]
=

[
−a

−
√
ab e−iψ

]
, (42)

ψ = tan−1

√
ab− c2
c

. (43)

Here, i denotes the imaginary unit. Hence, the general
solution (39) is computed as[

xs(t)
xn(t)

]
= d1

(√
ab− 2c+ 1

)t [ a cosϕt√
ab cos(ϕt− ψ)

]
+ d2

(√
ab− 2c+ 1

)t [ a sinϕt√
ab sin(ϕt− ψ)

]
, (44)

where d1 and d2 are constants. The steady-state solution
z̄ is thus asymptotically stable when we have

0 < ab− 2c+ 1 < 1. (45)

In the case of D = 0: The eigenvalues of matrix (27) are
real and equal. We denote them by λ1 and λ2, and they
are expressed as

λ1 = λ2 = 1− c. (46)

In this case, the general solution of Eq. (24) is directly
obtained from Eq. (31). At in Eq. (31) is computed as

At = (1− c)t
[
1 + ct

1−c − at
1−c

bt
1−c 1− ct

1−c

]
. (47)

The general solution is thus obtained as[
xs(t)
xn(t)

]
= (1− c)t

[
1 + ct

1−c − at
1−c

bt
1−c 1− ct

1−c

] [
d1
d2

]
=d1(1− c)t

[
1 + ct

1−c
bt

1−c

]
+ d2(1− c)t

[
− at

1−c
1− ct

1−c

]
, (48)

where d1 and d2 are constants. The steady-state solution
z̄ is asymptotically stable when

|1− c| < 1. (49)

5 ALGORITHM FOR ALLOCATION CONTROL

This section explains how the server calculates an optimal
incentive and controls the participants’ behavior.

5.1 Optimal Incentive Calculation

We define the amount of the base incentive at time slot t,
s(t), in a stable situation to satisfy two conditions:

• Condition 1: The number of workers, n(t), is in
a state of stabilizing over time. That is, either
Eq. (38), (45), or (49) is satisfied.

• Condition 2: The number of workers, n(t) is in a
state of approaching a steady state, n̄ (= N), at the
highest rate. That is, xn(t) → 0 at the highest rate
as t→∞ in either Eq. (37), (44), or (48).

For Condition 2, we define xn(t) → 0 to mean that
|xn(t)| < ϵ, where ϵ is a small constant. We refer to the
time until |xn(t)| < ϵ is satisfied as the convergence time
(in time slots), and we denote it by G:

G = {t ∈ Z | ∀τ ∈ Z, τ ≥ t, |xn(τ)| < ϵ}. (50)

Condition 2 (as well as Condition 1) is a complex
function of the parameters δt, N , l, ξ, θ, q, ωt, mt, and
pt in Eqs. (37), (38), (44), (45), (48), and (49). However,
G depends only on δt (the magnitude of change in the
amount of the base incentive at t), because N , l, ξ, θ,
and q are given in advance, while ωt, mt, and pt are
calculated at each time slot from information sent by the
participants. We thus define the minimum convergence
time C by using the optimal value of δt:

C = min
δt∈R

G. (51)
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Algorithm 1 Participant k’s Sensing Process
1: procedure PARTICIPANT(ξ, θmin, θmax, qmin, qmax)
2: Set θk(θmin < θk < θmax) and qk(qmin < qk < qmax)
3: Set t0, participant k’s starting time slot
4: for t = t0, t0 + ξ, t0 + 2ξ, . . . do
5: if Yk(t) = 1 then
6: Sense data at location jk and store it
7: end if
8: if k can access central server then
9: if Yk(t) = 0 then

10: Send θk; request and receive σ(jk, t)
11: Decide whether to start via Eq. (5)
12: Set 1 to Yk(t+ ξ) when k starts working
13: else if Yk(t) = 1 then
14: Send qk; send stored data with jk and t
15: Decide whether to stop via Eq. (6)
16: Set 0 to Yk(t+ ξ) when k stops working
17: end if
18: end if
19: end for
20: end procedure

Hence, we determine the optimal value of δt to attain the
minimum convergence time, as follows:

δt = arg min
δt∈R

G. (52)

Note that, to reduce the computing time, we substi-
tute the following equation for Eq. (52) in the evaluation
described in Section 6:

δt = arg min
δt∈R

{|xn(t)| | t∈Z, ∀τ ∈Z, τ≥ t, |xn(τ)|<ϵ}. (53)

5.2 Worker Allocation Algorithm
As shown in Algorithm 1, each participant first gets the
parameters ξ, the range of θk, [θmin, θmax], and the range
of qk, [qmin, qmax], from the server. Then, at every interval
of ξ time slots, it executes the sensing process, which is,
in turn, controlled by the server via Algorithm 2.

The server initially gets the parameters, N , l, ξ, and
the ranges of θk and qk from an administrator. The server
executes the following control process at every time slot.

• When accessed by participant k, the server either
returns an incentive of σ(jk, t) to a non-worker
k or receives sensed data and its corresponding
location and time, jk and t, from worker k (Lines
4 - 10).

• The server then updates the amounts of collected
data, gj,t, and the weight coefficient wj,t in accor-
dance with Eqs. (9) and (10) for every location
(Lines 11 - 13).

• The server estimates the numbers of workers and
participants, n(t) and mt, respectively (Line 14).

• When N does not satisfy Eq. (23), it is temporarily
replaced by a maximum value (Lines 15 - 17).

Algorithm 2 Central Server’s Control Process
1: procedure SERVER(N, l, ξ, θmin, θmax, qmin, qmax)
2: Initialize ωt, pt, and s(t)
3: for t = 0, 1, 2, . . . do
4: for k ∈ all connected participants do
5: if Yk(t) = 0 then
6: Receive θk; return σ(jk, t) to k
7: else if Yk(t) = 1 then
8: Receive qk; receive data with jk and t
9: end if

10: end for
11: for j ∈ L do
12: Update gj,t and wj,t via Eqs. (9) and (10)
13: end for
14: Estimate mt via Eq. (4) and n(t) via Eq. (3)
15: if N does not satisfy inequality (23) then
16: N ← γNmax

17: end if
18: Calculate θ from θk’s and q from qk’s
19: Calculate δt via Eq. (52) and s(t+1) via Eq. (7)
20: Calculate ν(t) via Eq. (14) and ωt via Eq. (16)
21: ωt+1 ← ωt
22: pt+1 ← estimated pt
23: end for
24: end procedure

• The server calculates the means of θk and qk, i.e., θ
and q. It then calculates δt by Eq. (52) and the next
base incentive s(t+ 1) by Eq. (7) (Lines 18 - 19).

• It computes the average probability of a non-
worker becoming a worker, ν(t), by Eq. (14), and
the weight factor ωt by Eq. (16); then, it substitutes
ωt for the next value, ωt+1 (Lines 20 - 21).

• It estimates the message loss ratio pt and substi-
tutes it for the next value, pt+1 (Line 22).

In Line 14, the numbers of participants and workers
are respectively estimated by

mt =

t∑
τ=t−ξ+1

m′
τ

1− pτ
, (54)

n(t) =

t∑
τ=t−ξ+1

n′(τ)

1− pτ
, (55)

to average the estimation errors of Eqs. (4) and (3).
In Line 16, a temporal maximum number of required

workers is given by γNmax, where Nmax =
⌊

κt

1−χt+κt
mt

⌋
from Eq. (23) and γ is a constant for setting a surplus.

In Line 19, xn(t) in Eqs. (52) and (53) is a nonlinear
function. We approximate the optimal value of δt through
a numerical algorithm such as Newton’s method [58].

In Line 22, the message loss ratio pt is estimated from
the number of active workers accessing the server, n′(t).
When a worker does not upload sensed data because of a
network failure, it retransmits the data when the network
recovers. All sensed data is eventually sent to the server,
and each data instance includes a time stamp of when
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it was sensed. The server thus counts the number of
active workers at a past time slot from the number of
data instances sensed at that time slot. Then, at time slot
t, the server calculates the message loss ratio at time slot
t−η by

pt−η =

t−η∑
τ=t−η−ξ+1

n′(τ)∑
j∈L gj,τ

, (56)

where η is the maximum period for which a worker can-
not access the server, and

∑
j∈L gj,τ is the total number of

data instances sensed at time slot τ . The server uses pt−η
as pt and the next pt+1.

6 EVALUATION

This section describes the effectiveness of our proposed
mechanism by using 24-hr, city-wide vehicle trace data.

6.1 Dataset and Parameter Settings
We used the largest-scale open dataset for urban ve-
hicular mobility, from the TAPASCologne project [59].
This dataset describes 24-hr vehicular traffic in a 400-
km2 region around Köln, Germany. We generated traces
containing the location and timestamp of every vehicle
at every time slot from the TAPASCologne scenario by
using Simulation of Urban MObility (SUMO) [60]. We
assumed 30% of all vehicles participated in MCS, and we
scaled the vehicular traffic demand by 0.3 (see Caution
in the TAPASCologne Scenario [61]). Figure 2 shows the
spatial density distribution of participants in the 24-hr
period. The main parameter settings are listed in Table 2.

Application requirements: The space interval S was set
to 125, 250, 500, or 1000 m. The time interval T was set
to 300, 600, 1800, or 3600 s. Then, Eq. (2) determined
the required number of workers, N , whose time average
ranged from 10 (at S=1000 m and T =3600 s) to 328 (at
S = 125 m and T = 360 s). Note that Eq. (2) computed
N every hour, because mj in Eq. (2) was defined with
hourly granularity from the dataset.

Network environments: We assumed two network situ-
ations. In the first situation, vehicles moved throughout a
low-quality mobile network environment, and messages
between participants and the server were randomly lost
over the area. In this situation, the message loss ratio
pt was set to 0.1, 0.3, or 0.5. In the second situation,
a network outage occurred in a local area, where all
messages were lost. Figure 2 shows the local outage
areas where pt was set to about 0.1 or 0.3. Each value
equaled the ratio of the outage area to the total area, for
consistency with the uniformly distributed workers, and
the values differed a little depending on the grid square
size, which was S.

Participant behavior: The time interval for each partic-
ipant’s sensing actions, ξ, was fixed at 10 time slots. The
threshold for each non-worker to become a worker, θk,
was randomly selected within [1, 3] so that the mean θ
was nearly 2. The probability for each worker to become

Fig. 2. Spatial density distribution of vehicles in the TAPASCologne
dataset [59]. Each rectangle represents a network outage area as
described in Section 6.3.3 (pt: set value of the message loss ratio).

TABLE 2
Main parameter settings in Section 6.3. The underlined values are

used in Sections 6.3.1 and 6.3.2.

S 125, 250, 500, 1000 (m)

T 300, 600, 1800, 3600 (s)

∆ 1, 2, 4, 8 (s)

ξ 10

θk [1, 3]

qk [0.7, 0.9]

pt 0, 0.1, 0.3, 0.5

a non-worker, qk, was randomly selected within [0.7, 0.9]
so that the mean q was nearly 0.8. We will explain the
reasons for these values in Section 6.2. Note that the
ranges of θk and qk have little impact on the sensing
frequency distributions described in Section 6.3.

System configuration: We set other parameters accord-
ing to dataset analysis and preliminary experiments, as
follows.

• In Eq. (1), for ξ = 10, the time slot length ∆ was
determined as 1, 2, 4, or 8 s, corresponding to the
S values of 125, 250, 500, or 1000 m, respectively.
The average vehicle velocity v was 12.5 m/s.

• In Eq. (10), the width of the moving time window,
tw, was set to 6 hrs.

• In Eq. (11), α was set to 1 and β was set to 3.
• In Eq. (13), the ratio of the number of disappearing

participants to the total participants at each time
slot, l, was 0.002∆.

• In Eq. (50), ϵ was set to 0.001.
• In Eq. (56), the maximum period for which a

worker could not access the server, η, was set to
300 s.

• In Line 16 of Algorithm 2, γ was set to 0.9.
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Fig. 3. Effects of the parameters specifying participant behavior on the minimum convergence time C.

6.2 Parameters Settings for Controlling Participants

First, we evaluated how the parameters specifying a
participant’s behavior affected the stability of the number
of workers in terms of the minimum convergence time C
defined in Eq. (51). Then, we determined what values
to use in the evaluation. Three parameters specify each
participant’s behavior: the time interval of a participant’s
sensing process, ξ; the threshold for non-worker k to
become a worker, θk; and the probability of worker k
becoming a non-worker, qk. Among these parameters, the
mean of θk, θ, has no effect on C, and θk was thus set
within [1, 3] to ensure that θ was nearly 2.

We examined the effects of ξ and the mean of qk, q, in
various vehicular environments by varying the number
of participants, mt, up to 10000 and the message loss
ratio pt up to 0.3. We also evaluated the influence of the
required number of workers, N .

Time interval of participant’s sensing process, ξ: We eval-
uated ξ in the range of 5 to 80 time slots. We set N to
200, which corresponded to a space interval S = 125 m
and time interval T = 600 s, and we set q to a neutral
value, 0.5. As shown in Fig. 3(a), for ξ = 5, C decreases
and is hardly affected by mt and pt. As ξ becomes large,
C also becomes large, as does the influence of pt. A small
ξ thus stabilizes the number of workers for any mt and
pt. However, it also synchronizes all participants’ sensing
processes, which demands intensive computation in the
server and high-bandwidth networking. We thus set ξ
to 10, which is small enough for stabilization and large
enough for desynchronization.

Probability of worker becoming non-worker, q: As shown
in Fig. 3(b), we performed the same analysis for the
mean of qk, q, in the range of 0.2 to 0.95. The impact
of mt and pt on worker stability is suppressed when q is
larger than 0.8. Large q quickens the rate of role changes
between non-workers and workers, which stabilizes tem-
poral changes in the number of workers. Thus, we set
the qk so that their mean, q, was nearly 0.8, which is
appropriate for stabilization.

Required number of workers, N : When S and T are
changed to fulfill an application requirement, N changes
in our model. Thus, as shown in Fig. 3(c), we evaluated

the influence of N in the range of 25 to 400 in the same
manner, with ξ = 10 and q = 0.8. We found that worker
stability is hardly influenced by either the environmental
conditions (mt and pt) or the application requirement (N )
as long as the server sets such appropriate values of ξ and
qk for every participant.

6.3 Evaluation Results
The simulation using trace data was implemented in
Python on a machine with a 10-core CPU (3.3 GHz) and
128 GB memory. The computation time through the 24-
hr trace data was about 3 hrs, and the simulation was
repeated five times for each set of parameters.

6.3.1 Details of Temporal Coverage
To evaluate our model in the time domain, especially the
stability of the number of workers, we computed the
mean absolute relative errors (MAREs) of the number
of participants, mt, the number of workers, n(t), and
the required number of workers, N . The MAREs were
defined as follows:

MARE(mt) =
1

H

H∑
t=1

|mt − m̂t|
mt

, (57)

MARE(n(t)) =
1

H

H∑
t=1

|n(t)− n̂(t)|
n(t)

, (58)

MARE(N) =
1

H

H∑
t=1

|N − n(t)|
N

, (59)

where H is the total number of time slots, and m̂t and
n̂(t) are the estimated values of mt and n(t) by Eqs. (54)
and (55).

Here, we describe the workers’ behavior in detail,
for the underlined parameter values in Table 2. First,
Fig. 4 shows the temporal changes in the numbers of
workers. As seen in Fig. 4(a), while the total number of
participants, mt, has two peaks of about 9,000 at 7:37 and
16:35, the total number of workers, n(t), varies closely
with the required number of workers, N , which is about
180 vehicles and equals the number of workers in a
steady state, as indicated in Eq. (20).
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The MARE of mt is 0.002, that of n(t) is 0.10, and that
of N is 0.11 (see the values at pt = 0 in the left plot of
Fig. 8(e)). These errors arise because each participant ran-
domly starts a sensing process, probabilistically becomes
and quits being a worker, and sometimes moves into
or out of the sensing area. Nevertheless, our mechanism
ensures the stability of n(t), as follows.

Fig. 4(b) magnifies the changes between 9:15 and 9:25
in Fig. 4(a), and it indicates that n(t) oscillates around
N regardless of the decrease in mt. This oscillation
corresponds to the case of D < 0 in Section 4.2 and
demonstrates that n(t) is in a state of stabilizing and
approaching N at the highest rate (i.e., Conditions 1
and 2 in Section 5.1 are satisfied). This happens as the
server adaptively controls each non-worker becoming a
worker by continuously giving the optimal incentives
shown in Fig. 4(c). Here, the amount of the weighted base
incentive, ωts(t), also oscillates around the amount of the
weighted incentive in a steady state, ωts̄, as calculated by
Eq. (19). In this figure, ωts̄ increases slightly in response
to the decrease in mt shown in Fig. 4(b).

These results show that the server exactly allocates N
workers on average over a cycle of changes in n(t). In our
evaluation setting, the dominant cycle of these changes is
about 75 time slots, which does not depend on S, T , or N .
Meanwhile, there is an apparent shortage of participants
from 0:00 to 5:00, as shown in Fig. 4(a). Hereafter, we omit
this period from our analysis.

In addition, we present a comparison with an existing
probabilistic control mechanism, the Asymptotic Oppor-
tunistic algorithm for Satisfaction Index (AO-S) [54]. The
appendix describes how to apply AO-S to control n(t).
We evaluated AO-S throughout a day, but the changes
between 9:15 and 9:25 are magnified in Fig. 5 for com-
parison with Fig. 4(b). In the case of AO-S, while the
average of n(t)/N over the day is 1.04, n(t) continues to
oscillate between 0 and mt. As a result, the MARE of
N is 1.7. AO-S is based on the Asymptotically Optimal
Backoff algorithm [62], which aims to reduce network
congestion in wireless LANs without knowledge of net-
work contention. The result shows that AO-S might not
be appropriate for our application scenario. In contrast,
the proposed mechanism shows that the average n(t)/N is
1.02 and the MARE of N is 0.11. The magnitude of the
oscillation in n(t) is relatively small.

6.3.2 Details of Spatial-Temporal Coverage
Spatial coverage: For the temporal view shown in Fig. 4(a),
the corresponding spatial view is shown in Fig. 6. This
figure plots the average sensing frequency, i.e., the av-
erage number of sensing actions per time interval T ,
between 5:00 and 24:00 at each location, as well as
the average arrival frequency of active participants. We
calculated the average sensing frequency by inverting
the average time difference between consecutive sensing
actions, and the average arrival frequency in a similar
way. For comparison, Fig. 6 also shows the case when the
participants were given non-weighted incentives, i.e., the
weight coefficient wj,t in Eq. (8) was set to 1.
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Fig. 4. Temporal changes in the total numbers of participants and
workers and the amount of the weighted base incentive, for the case
of S=125 m, T =600 s, and pt=0.
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an existing mechanism, the Asymptotic Opportunistic algorithm for
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As we sorted location identifiers (LIDs) by the average
arrival frequency of active participants in descending
order, the arrival frequency reaches a maximum of 532 at
the first location, decreases with the LIDs, and becomes
less than 1 when the LID is more than 10120, indicat-
ing a location at which not enough participants arrive
and the required sensing frequency cannot be satisfied.
Nevertheless, the average sensing frequency is at most
1.8 at the first location, it is nearly the required value
(i.e., 1) when the LID is less than 10120, and it is close
to the maximum (i.e., the average arrival frequency of
active participants) when the LID is more than 10120.
In contrast, for the case of non-weighted incentives, the
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Fig. 6. Average arrival frequency of active participants and average
sensing frequency at each location (in times per T ), for the case of
S=125 m, T =600 s, and pt=0.

average sensing frequency decreases in proportion to the
average arrival frequency of active participants.

Spatial-temporal coverage: Lastly, we show the spatial-
temporal coverage of the sensed data. The spatial-
temporal views in Fig. 7 correspond to the temporal view
in Fig. 4(a) and the spatial view in Fig. 6. Figure 7(a)
shows the spatial-temporal distribution of the number
of active participants. The gray areas indicate spatial-
temporal locations at which no active participants arrive.
There are two peaks of 1400 active participants during
7:30 - 7:40 and 1543 active participants during 16:30 -
16:40 at the first location. In contrast, Fig. 7(b) shows
that the distribution of the amount of weighted incentive
given to active participants, σ(j, t), has two valleys at
the corresponding spatial-temporal areas. Note that, for
visibility, Fig. 7(b) shows the average amount of incentive
over T . As a result, as shown in Fig. 7(c), the number of
sensing actions is roughly 1 during each 600-s interval at
every location and is little influenced by changes in the
number of participants in both the space and time do-
mains. However, there are somewhat densely or sparsely
sensed locations, such as those around 6:00 in Fig. 7(c).
Around that time, locations with an LID of more than
2,000 are sensed more frequently than those with an LID
of less than 2,000. The reason is that the former locations
have little sensed data, and thus, participants arriving at
those locations are given larger incentives and become
workers with higher probability than those arriving at
the latter locations.

We can express the sensing distributions more pre-
cisely by analyzing the sensing frequencies (in times per
T ), each of which is calculated by inverting the corre-
sponding time between two consecutive sensing actions
at a location. We can also analyze the arrival frequencies
of active participants in the same way. The distribution in
Fig. 7(a) (excluding the gray areas) has a harmonic mean
of 25 and first, second, and third quartiles of 35, 100, and
300, respectively. In contrast, the distribution in Fig. 7(c)
has a harmonic mean of 1.2 and first, second, and third
quartiles of 0.9, 1.8, and 4.8, respectively.

Summary: As our adaptive mechanism adjusts only
the probability of each non-worker becoming a worker,
it does not strictly control sensing actions over space and
time, yet the resulting data coverage statistically satis-
fies the required spatial-temporal intervals. The server

(a) Number of active participants (b) Amount of weighted incentive

(c) Number of sensing actions

Fig. 7. Number of active participants, amount of weighted incentive,
and number of sensing actions at each time interval and each loca-
tion, for the case of S=125 m, T =600 s, and pt=0. The gray areas
indicate spatial-temporal locations at which no active participants
arrive.

implements this mechanism by counting only the mes-
sages sent by active participants and workers; thus, the
mechanism is not affected by random movements of
participants. However, each participant’s random start
of a sensing process and probabilistic change to/from
being a worker cause estimation errors in the numbers
of participants and workers, mt and n(t). Nevertheless,
our mechanism can maintain the stability of n(t)—that
is, n(t) always approaches the required number N and
never approaches 0 or mt, even when mt varies greatly;
this stability results in statistically uniform data coverage.
This derives from the mathematical analysis in Section 4.

6.3.3 Coverage in Various Network Environments

Finally, we examine how the sensing frequencies over
space and time are affected by the application require-
ments (i.e., the space interval S and time interval T ) and
the mobile network quality (i.e., the message loss ratio
pt). We especially evaluate two network situations with
regard to pt, in which messages are randomly lost over
the entire area and all messages are lost in a local area.

Figure 8 shows the errors in the time domain. The left
plot of each sub-figure shows the MARE of the number
of participants, mt, the MARE of the number of workers,
n(t), and the MARE of the required number of workers,
N . The right plot of each sub-figure shows the mean
estimated value of the message loss ratio pt. Further-
more, Fig. 9 shows the sensing frequency distributions,
with each sub-figure showing the cumulative distribution
functions (CDFs) for varying pt with a pair of S and T
settings. The distribution shown in Fig. 7(c) corresponds
to the CDF with pt = 0 in Fig. 9(e). In each CDF, the ©
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Fig. 8. Errors in the time domain for set values of the message loss rate pt. The left plot of each sub-figure shows the mean absolute relative
error (MARE) of the number of participants, mt, the MARE of the number of workers, n(t), and the MARE of the required number of workers,
N (r: random loss, l: local outage). The right plot of each sub-figure shows the mean estimated value of the message loss ratio pt.

mark indicates the distribution’s harmonic mean, the two
4marks indicate the first and third quartiles (denoted by
Q1 and Q3, respectively), and the two × marks indicate
the 5th and 95th percentiles (denoted by P5 and P95,
respectively).

No message loss: In each sub-figure of Fig. 8, the values
at pt=0 represent the errors for the given S and T when
there is no message loss. When S is set to either 125, 250,
500, or 1000 m, the MARE of mt increases to 0.002, 0.5,
0.7, or 0.8, respectively, and the MARE of n(t) increases
to 0.06 - 0.3, 0.5, 0.7, or 0.8, respectively. These errors
have little dependence on T , because ∆ becomes larger
when S becomes larger, and a larger ∆ more strongly
increases the changes in mt and n(t). The MARE of N
takes a minimum of 0.07 at S=125 m and T =300 s and a
maximum of 0.54 at S=1000 m and T =3600. This error
becomes larger when N becomes smaller. Overall, these
errors are sufficiently small to maintain the stability of
the total number of workers.

In Fig. 9, the CDFs with pt = 0 represent the sensing
frequency distributions when there is no message loss.
Although the influence of S and T on the CDFs is not so
large, each CDF becomes roughly more uniform—that is,
the mean gets close to 1 and the IQR shrinks—when T
increases from 300 to 3600 s and S decreases from 1000 to
125 m. This is mainly due to the law of large numbers [63]
with respect to the number of time slots per T , T/∆. This

is the number of time slots during which ξ workers are
expected to be allocated at a location and one of them is
expected to be active and perform a single sensing action
there. When T/∆ becomes larger, a single active worker is
probabilistically allocated at a location per T with higher
accuracy, which makes the mean closer to 1. Accordingly,
the mean of each CDF decreases from 1.3 at S = 1000 m
and T = 300 s to 1.1 at S = 125 m and T = 3600 s, while
T/∆ increases from 37.5 to 3600 at that time. The IQR also
decreases from 3.8 at S = 1000 m and T = 300 s to 3.0 at
S=125 m and T =3600 s. This decrease is obvious with
fixed S and increased T , but it is slight or nonexistent
with decreased S and fixed T . The main reason is that
the uniformization effect of T/∆ becomes stronger when
N is smaller (i.e, fewer workers are allocated at once).

Random message loss: As shown in Fig. 8, when mes-
sages are randomly lost over the area, the MAREs of mt,
n(t), and N hardly change when pt increases from 0 to
0.5. The server can accurately estimate pt for each setting
of S and T , even when pt is set to a large value. Then,
the overall stability of the total number of workers is not
affected by the random message loss.

In Fig. 9, the CDFs with random loss show the same
tendencies with respect to S and T as those when no
messages are lost. An increase in pt causes increases in Q3

and P95. For example, while the average Q3 is 4.6 when pt
is 0, it increases to 4.9 (106%), 5.5 (119%) and 6.8 (148%)
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Fig. 9. Sensing frequency distributions in low-quality mobile network environments. The pt values are set values of the message loss ratio. In
each distribution, the ⃝ mark indicates the harmonic mean, the two △ marks indicate the first and third quartiles, and the two × marks indicate
the 5th and 95th percentiles.

when pt increases to 0.1, 0.3 and 0.5, respectively. This
is because, when workers cannot communicate with the
server, they cannot become a non-worker and continue to
perform sensing actions until they can access the server
again. Such consecutive sensing actions give the maxi-
mum sensing frequency, T/ξ∆; this value often appears
at P95. When pt becomes larger and more messages
are randomly lost, the maximum sensing frequency is
reached more often, which increases Q3 and P95. Then,
the mean also increases; nevertheless, this increase is
relatively restricted. While the average of the mean is
1.21 when pt is 0, it increases to 1.23 (101%), 1.24 (102%)
and 1.28 (105%) when pt increases to 0.1, 0.3 and 0.5,
respectively.

Local network outages: Lastly, we evaluate the case
when a network outage occurs in a local area. As shown
in Fig. 8, the MAREs of n(t) andN are little affected by pt.
However, the MARE of mt increases when S (as well as
∆) becomes smaller, because pt is more underestimated.
For example, in the case of S =125 m, pt is estimated as
0.07 when it is set to 0.3. At that time, the MARE of mt

increases by 0.25 from when pt is set to 0. This is because,
while participants are dispersed over the area, almost all
workers stay outside the outage area and fewer workers
enter it, especially when ∆ is small. As the message loss
rate pt is calculated by counting the messages sent by
workers, errors arise in the estimated total numbers of

participants. In this case, Eq. (4) does not hold.
In Fig. 9, each of the CDFs with local outages shows

the sensing frequency distribution outside the corre-
sponding outage area shown in Fig. 2. The CDFs vary
with S and T similarly to the case of no message loss.
However, unlike the case of random message loss, when
pt becomes large, not only Q3 but also the mean of each
CDF increases. While the average of the mean is 1.2 for
pt = 0, it increases to 1.3 (109%) for pt ≈ 0.1 and 1.6
(130%) for pt ≈ 0.3. Moreover, while the average Q3 is 4.6
when pt = 0, it increases to 5.1 (111%) for pt ≈ 0.1 and 6.3
(137%) for pt ≈ 0.3. These differences are enlarged when
the outage area is larger or ∆ is set to a smaller value.
We attribute this to the proposed mechanism: although
the server adds up the numbers of sensed data instances
at each location and time, it counts the current numbers
of participants and workers but does not monitor their
locations. Nevertheless, the proposed mechanism ensures
the stability of n(t), as demonstrated by the result that the
MARE of N does not increase during network outages.
Note that the amount of sensed data varies greatly among
the locations inside each network outage area. However,
the scope of this paper does not include how to control
the participants without exchanging messages.

Summary: When the given S and T change, as the
number of time slots during which a single sensing action
is performed increases, the sensing frequency distribu-
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tion becomes more uniform. This effect becomes more
obvious as fewer workers are simultaneously allocated
at that time. This result arises from our probabilistic
mechanism. Furthermore, the server ensures the stability
of the number of workers when messages are frequently
lost. When messages are randomly lost, the Q3 and P95

of the sensing frequency distribution increase, but the
mean remains nearly 1. This means that the resulting
data coverage statistically fulfills the required spatial-
temporal intervals. However, when all messages are lost
in a local area and fewer workers stay in that area, the
sensing frequencies outside the area increase. This is
because the proposed mechanism considers the numbers
of participants and workers but not their locations.

7 CONCLUSION

The key challenge in this paper is to achieve uniform
spatial-temporal coverage of sensed data in vehicular
MCS without any prior knowledge about participants.
Thus, we have proposed an adaptive mechanism for
worker allocation by applying the response-threshold
model. This mechanism successively provides optimal
incentives to participants to ensure the stability of the
current number of workers on the basis of mathemati-
cal analysis. Through simulations using city-wide vehi-
cle trace data over a day, we have demonstrated that
our mechanism operates in a probabilistic manner but
statistically satisfies the required spatial and temporal
intervals. Even when there are locations whose number of
participants is up to 1500 times higher than the required
number of workers, the spatial-temporal coverage of
sensing frequencies results in a distribution with a mean
of 1.2 and an IQR around 4 for the required interval.
Moreover, although our mechanism only counts mes-
sages from participants and data from workers, randomly
lost messages hardly affect the mean of the resulting
sensing frequencies. Messages lost in a local area also
have little influence on the sensing frequency distribution
outside the area as long as the area is relatively small.

To clarify the effect on the spatial-temporal data cov-
erage, this paper has focused on a simple sensing scenario
in which homogeneous tasks are uniformly distributed
across the entire area at regular intervals. Hence, for our
future work, we will need to consider a more complex
scenario. We will also need to get deeper insight from the
mathematical analysis, such as the impact of oscillation
in the number of workers on the data coverage.
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