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The equilibrium electron velocity distribution function (EVDF) and electron transport 

coefficient in weakly ionized plasmas under crossed DC uniform electric and magnetic fields 

are calculated via the Boltzmann equation (BE) using physics-informed neural networks 

(PINNs). The latent solution of the BE is represented by an artificial neural network, and 

then the neural network is trained to respect the BE. By leveraging automatic differentiation, 

no mesh generation in velocity space is required, allowing us to calculate the three-

dimensional EVDF properly with 0.01% of memory capacity required for the conventional 

mesh-based method. The EVDF and electron transport coefficients in SF6 calculated from 

the PINNs are benchmarked by comparing with those calculated from the Monte Carlo 

simulation (MCS). In most cases, the relative difference between the electron transport 

coefficient calculated from the PINNs and MCS is found to be within 1%. 
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1. Introduction 

The Boltzmann equation (BE) provides the foundation for calculating the electron velocity 

distribution function (EVDF) in weakly ionized plasmas.1) The electron transport 

coefficients and rate coefficients can be calculated from the EVDF.1, 2) These coefficients are 

required for simulating electron transport and chemistry in plasmas.3-6) Furthermore, electron 

collision cross section sets have been determined and validated by comparing calculated and 

measured electron transport coefficients.7-9) 

The direct numerical solution (DNS) of the BE, which requires no expansion of the 

EVDF using orthogonal functions, is preferable to calculate the EVDF accurately. Drallos 

and Wadehra 10, 11) applied the DNS for calculating time evolution of the EVDF under DC 

uniform electric fields in Ne and Ar. Maeda and Makabe 12) developed the DNS for 

investigating the electron swarm transport under RF electric fields in Ar. Their method was 

used to calculate the electron transport coefficients in CF4 and CF4-Ar mixtures. 13) Sugawara 

recently developed the DNS for calculating the EVDF under DC uniform electric fields 

crossed with DC magnetic fields at a right angle.14, 15) Owing to relying on discretizing 

velocity space, the conventional DNS requires a huge memory capacity for storing the 

EVDF. 

Physics-informed neural networks (PINNs) provide a meshfree approach to solving the 

partial differential equation (PDE) 16, 17) and have attracted tremendous attention in 

computational physics.17-20) In the PINNs approach, the latent solution of the PDE is 

represented by an artificial neural network (ANN), and then the ANN is trained to respect 

both the PDE and boundary conditions. The partial derivatives of the ANN output with 

respect to each ANN input can be calculated by taking advantage of automatic differentiation 

21), which makes the PINNs approach meshfree. The meshfree approach would help us to 

handle complex geometry and to tackle high-dimensional problems with reducing memory 

consumption. 

The PINNs approach was recently applied to calculate the equilibrium two-dimensional 

EVDF under DC uniform electric fields in Reid’s ramp model gas and Ar via the BE. 22) The 

electron energy distribution function (EEDF) and electron transport coefficients calculated 

from the EVDF were found to agree well with those calculated from Monte Carlo simulation 

(MCS) in most cases. This indicates the applicability of the PINNs approach for calculating 

the EVDF in plasmas via the BE. However, the tail of the EEDF calculated from the PINNs 

approach slightly differs from that calculated from the MCS, and this causes a relative 

difference of up to 13% for the ionization collision frequency. 
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The aim of this paper is to describe an improved PINNs approach for calculating the 

EVDF via the BE and to extend it into calculating the equilibrium three-dimensional (3D) 

EVDF under DC uniform electric fields crossed with DC uniform magnetic fields at arbitrary 

angles. The present expansion would contribute to studies on electron transport in 

magnetized plasmas, which are employed in material processing. 23, 24) 

The rest of this paper is organized as follows: the governing equation of the equilibrium 

EVDF under crossed DC uniform electric and magnetic fields is deduced from the BE in 

Sect. 2. The procedure for solving the governing equation using the PINNs approach and its 

benchmark calculation are presented in Sect. 3 and Sect. 4, respectively. Electron transport 

coefficients and EEDF calculated from the EVDF are benchmarked by comparing those 

calculated from MCS. Discussion on memory capacity required for representing the EVDF 

and future extension of the present method to calculate time dependent EVDF is given in 

Sect. 5. This paper is summarised in Sect. 6. 

 

2. Theory 

2.1 Governing equation for equilibrium EVDF 

The governing equation for the equilibrium EVDF is obtained from the BE for the electron 

distribution function ���, �, �� 

�	 ⋅ ��� + � ⋅ ��� + ��� − ��� ���, �, �� = 0, �1� 

where 	 = ���, ��, ���  is the electron acceleration, � = ���, ��, ���  is the velocity, � =
��, �, �� is the position, and �� is a collision operator. 

The DC uniform electric field E and DC uniform magnetic field B are defined in 

boundary-free space as 

� = �0,0, − �, �2� 

" = �0, −# sin ' , −# cos '�, �3� 

where E is the electric field strength, B is the magnetic flux density, and '  is the angle 

between E and B. 

The electron acceleration is given by  

	 = +�+� = − ,- �� + � × "�, �4� 

�� = 0��� sin ' − �� cos '�, �5� 

�� = 0 cos ' , �6� 

�� = 0 3 # + �� sin '4 , �7� 
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where e is the elementary charge, m is the electron mass, and 0 = ,# -⁄  is the cyclotron 

angular frequency. 

By integrating Eq. (1) over r, the BE is transformed to 

�	 ⋅ ��� + ��� − ��� ���, �� = 0. �8� 

In the hydrodynamic equilibrium, the EVDF can be written by  

���, �� = ����9���, �9� 

where n(t) is the electron number density. The ���� is normalized as  

; ����+�� = 1. �10� 

We assume that the temporal evolution of n(t) in the equilibrium can be written as 

9��� ∝ exp�@AB�� , �11� 

which is related to the pulsed Townsend experiment.25) Here, @AB  denotes the effective 

ionization collision frequency. By substituting Eqs. (9) and (11) into Eq. (8), we obtain the 

governing equation of the equilibrium EVDF  

�	 ⋅ ��� + @i
C − ��� ���� = 0. �12� 

The ������ consists of the inflow of the electron at v due to elastic collision �DEFG����, 

excitation collision �DHFG���� , and ionization collision �FIGFG ���� , and the outflow of the 

electron at v due to collisions, �IJK����: 

������ = �DEFG���� + �DHFG���� + �FIGFG ���� − �IJK����. �13� 

The electron scattering is assumed to be isotropic, and these terms are described as 26, 27) 

�DEBL���� = 14M NODE��DE�� 31 + 2-P 4Q ���RS�, �14� 

�DHBL���� = 14M NODH��DH� �DHQ
� ���R��, �15� 

�BTLBL ���� = 14πΔ NOi��FW� �FWQ� ���BW� + 14M�1 − Δ� NOi��FQ� �FQQ� ���BQ�, �16� 

�TXY���� = NOZ��������, �17� 

with the electron speed distribution  

���� = ; ; ��� sin [ cos \ , � sin [ sin \ , � cos [� sin [ d[d\^
_`a

Q^
b`a , �18� 

where [ and \ are the polar and azimuthal angles of � and � is the electron speed. Here, N 

is the number density of gas molecules, M is the molecular mass, Δ:1-Δ is the electron energy 

partition ratio after the ionization collision, qel(v) is the elastic cross section, qex(v) is the 
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excitation cross section, qi(v) is the ionization cross section, and qT(v) is the total cross 

section defined as  

OZ��� = ODE��� + ODH��� + Oc��� + OF���, �19� 

where qa(v) is the electron attachment cross section. The value of Δ is set to 0.5. The elastic 

momentum transfer cross section is used instead of qel(v). The electron speeds vel, vex, vi1, 

and vi2 are described as  

�DE = �d1 + 2-P , �20� 

�DH = d�Q + 2eDH- , �21� 

�FW = d�Q
Δ + 2eF- , �22� 

�FQ = d �Q
1 − Δ + 2eF- , �23� 

where eDH and eF are the threshold energy of qex(v) and qi(v), respectively. 

The mean electron energy 〈e〉, flux electron drift velocity V = (Vx, Vy, Vz), ionization 

collision frequency Ri, and electron attachment collision frequency Ra are defined as 

〈e〉 = ; 12 -�Q����d�� , �24� 

hi = ; �i����+��    �j = �, �, �� �25� 

@B = ; NOB��������+�� , �26� 

@k = ; NOk��������+�� . �27� 

The effective ionization collision frequency is defined as @i
C = @B − @k. 

 

2.2 Nondimensionalization of the governing equation 

Since introducing dimensionless quantities is useful in numerical calculations 4, 28) and it is 

preferable for the ANN inputs to be distributed on [-1, 1] 29), the physical quantity appearing 

in the governing equation is converted to the dimensionless quantity. The dimension of the 

physical quantity considered here can be expressed as a product of time T, length L, mass 

M, and electric charge Q. Thus, the physical quantity x the dimension of which is TaLbMcQd 
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is converted to the dimensionless quantity x* as follows,  

�∗ = �
�mZ,noW �k��nmZ,noW �p-q,r , �28� 

where mZ,n  denotes the maximum of the total electron collision frequency and �n  is the 

maximum of the electron speed considered in the calculation.  

The dimensionless version of the governing equation is described as  

st�∗��∗� = 0, �29� 

where st is the operator given by 

st = ���∗#∗ cos ' − ��∗#∗ sin '� ����∗ − #∗ cos ' ����∗ + ���∗#∗ sin ' +  ∗� ����∗ + @i
C ∗ − ��∗ . �30� 

 

3. PINNs approach for solving the governing equation 

The schematic diagram of the PINNs approach for solving the governing equation is 

illustrated in Fig. 1. The ANN architecture used in this work is described in Sect. 3.1. The 

procedure for training the ANN is given in Sect. 3.2. 

 

3.1 Artificial neural network 

The dimensionless EVDF �∗��∗�  is represented by the multi-layer feedforward neural 

network improved by Wang et al. 30) The neural network architecture is illustrated in Fig. 2. 

The coordinate of sampling points (��,B∗ , ��,B∗ , ��,B∗ ) (i = 1, 2, ..., Nd) in velocity space is stored 

in the (Nd×3) matrix X. The matrices U, V, and H(k) are calculated as follows: 

u = v�wxW + yW�, �31� 

h = v�wxQ + yQ�, �32� 

z�W� = {�W� = v�wx�,W + y�,W�, �33� 

{�i� = v�z�i�x�,i + y�,i�    �j = 2,3, … , N}�, �34� 

z�i~W� = �1 − {�i�� ⊙ u + {�i� ⊙ h �j = 1,2, … , N} − 1�, �35� 

�∗�w� = exp�−z�}�x� , �36� 

where Wk, Wz,k, and W are weight matrices, bk and bz,k are bias matrices, σ(A) is the nonlinear 

activation function applied to each element of matrix A, ⊙  denotes Hadamard product 

(element-wise multiplication), and NL is the number of the hidden layers. The size of the 

matrix shown above is summarized in Table I. The size of the weight and bias matrices 

increases with the number of units in the layer Nu. The ability of the ANN for representing a 

function, therefore, increases with NL and Nu. The Mish function 31),  

Mish��� = � tanh�log�1 + ,���, �37� 
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is used as an activation function. Here, the addition of a matrix A and a vector b yields a 

matrix C as follows: 32) 

�B,� = �B,� + y� . �38� 

The parameter to be optimized in the ANN is summarized as  

� = �xW, yW, xQ, yQ, x�,W, … x�,�� , y�,W, … , y�,�� , x�. �39� 

The bias matrix is initialized to zero, and the weight matrix is initialized by using random 

numbers described by He et al. 33) unless otherwise mentioned. 

 

3.2 Training of the artificial neural network 

How well the ANN respects the governing equation is measured by loss function defined as  

ℒ = 1Nr ��st�∗���,B∗ , ��,B∗ , ��,B∗ ����

B`W
. �40� 

When we focus on a small volume centered on ���,B∗ , ��,B∗ , ��,B∗ � in velocity space, electrons 

flow in and out due to acceleration and collision with molecules. In the hydrodynamic 

equilibrium regime, the inflow and the outflow should be balanced, namely, 

st�∗���,B∗ , ��,B∗ , ��,B∗ � = 0. The loss function is the mean absolute error  of st�∗���,B∗ , ��,B∗ , ��,B∗ �. 

The loss function would be defined as the mean square error (MSE) of st�∗���,B∗ , ��,B∗ , ��,B∗ �; 

however, when we use the MSE, the tail of the EEDF calculated from the ANN tends to 

slightly differ from the EEDF calculated from MCS. The points ���,B∗ , ��,B∗ , ��,B∗ � are sampled 

as follows: the energy eB ∈ �0, en�, the cosine of the polar angle cos [B ∈ �−1,1�, and the 

azimuthal angle \B ∈ �0,2M�  are sampled by Latin hypercube sampling.34) Here, en =
�1 2⁄ �-�nQ . Then, ��,B∗ , ��,B∗ , and ��,B∗  are obtained as 

��.B ∗ = d2eB- sin [B cos \B ��� , �41� 

��.B ∗ = d2eB- sin [B sin \B ��� , �42� 

��.B ∗ = d2eB- cos [B ��� . �43� 

The distribution of the sampled eB, cos [B, and  \B is uniform. Therefore, the distribution of 

the electron speed �B = ��2eB� -⁄  is not uniform. The points are updated at each iteration, 

avoiding the overfitting of the ANN. 

The parameter � is optimized to minimize the value of ℒ by using AMSGrad 35) with 
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step size α = 10-2, exponential decay rates �W = 0.9 and �Q = 0.999, and small parameter 

� = 10o�. 

In order to obtain the unique solution of the governing equation, the normalization 

constraint of �∗ is necessary. Instead of adding the term describing such constraint into ℒ, 

the collision term ��∗�∗���,B∗ , ��,B∗ , ��,B∗ �  in st�∗���,B∗ , ��,B∗ , ��,B∗ �  is calculated by using the 

normalized electron speed distribution function f*(v*) defined as  

�∗��∗� = � � �∗��∗ sin [ cos \ , �∗ sin [ sin \ , �∗ cos [�_̂`a sin [ +[+\Q^b`a � , �44� 

with the normalization constant  

� = ; ; ; �∗��∗ sin [ cos \ , �∗ sin [ sin \ , �∗ cos [�W
�∗`a �∗Qsin [ +�∗+[+\^

_`a
Q^

b`a . �45� 

Here, �∗��∗� is calculated at fixed points ��∗ at each iteration, and the speed distribution 

function at k iteration �∗�i����∗�  is updated as 

�∗�i����∗� = 12 �∗�ioW����∗� + 12 �∗���∗�� , �46� 

where �∗�a����∗� = �∗���∗� �⁄ . Then, �∗��B∗� is calculated by interpolating �∗�i����∗� using 

cubic spline interpolation. Here, �B∗ = ���,B∗ Q + ��,B∗ Q + ��,B∗ Q 

The dimensionless effective ionization collision frequency @i
C ∗

 is also calculated every 

iteration, and @i
C ∗

 in k iteration @i
C ∗�i�

 is updated as 

@i
C ∗�i� = 12 @B∗�ioW� + 12 @i

C ∗, �47� 

where @B∗�a� =  @i
C ∗. 

The procedure of the PINNs approach for calculating the EVDF is summarized as 

follows. 

(1) Initialize the parameter of the ANN � at the first iteration (k = 1) 

(2) Sample points (��,B∗ , ��,B∗ , ��,B∗ ) (i = 1, 2, ..., Nd) in velocity space. 

(3) Calculate �∗���∗� �⁄  and @i
C ∗

, and update �∗�i����∗� and @i
C ∗�i�

. 

(4) Calculate �∗��B∗� by interpolating �∗�i����∗�. 

(5) Calculate ℒ and update � to minimize ℒ using AMSGrad. 

(6) k → k + 1 

(7) Repeat steps (2) to (6) until the value of ℒ becomes a minimum.  
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4. Benchmark calculations 

4.1 Configurations 

SF6 is chosen as an ambient gas in the benchmark calculation of the PINNs approach. The 

set of electron collision cross sections of SF6 is taken from Ref. 36. Elastic collision and 

inelastic collisions for excitation, electron attachment, and ionization are taken into account. 

Here, N is assumed to be 3.535×1022 m-3. The value of the reduced electric field E/N and 

that of the reduced magnetic field B/N range from 250 Td to 2000 Td (1 Td = 10-21 Vm2) and 

from 0 Hx to 2000 Hx (1 Hx = 10-27 Tm3), respectively. The value of ' ranges from 0° to 

90°.  

The ability of the ANN for representing a function depends on NL and Nu and affects 

the accuracy of the EVDF represented by the trained ANN 22). In the present benchmark, the 

ANN is constructed with NL = 4 and Nu = 100.  

 

4.2 Preparation of the reference data for the benchmark calculation 

The EVDF, EEDF, and electron transport coefficients in SF6 under electric and magnetic 

fields are calculated by MCS to prepare reference data for the benchmark. Details of the 

MCS are given in Refs 7 and 37, where electron transport under DC uniform electric fields 

was considered. Due to the presence of magnetic fields, the calculation of the electron 

position and velocity is modified according to Eq. (4). The flight time of electrons between 

the collisions τ is calculated by using the null collision method.38) Given an initial position 

�a = ��a, �a, �a� and a velocity �¡ = ���a, ��a, ��a�, the electron position �W = ��W, �W, �W� 

and velocity �W = ���W, ��W, ��W� after τ are calculated by 

�W = �a + �a0 �1 − cos�0¢�� + �W0 sin�0¢� −  # ¢ sin ' , �48� 

�W = �a + �a0 sin�0¢� cos ' − �W0 �1 − cos�0¢�� cos ' + 02  # ¢Q sin ' + �Q¢ sin ' , �49� 

�W = �a − �a0 sin�0¢� sin ' + �W0 �1 − cos�0¢�� sin ' + 02  # ¢Q cosQ ' + �Q¢ cos ' , �50� 

��W = �a sin�0¢� + �W cos�0¢� −  # sin ' , �51� 

��W = �a cos�0¢� cos ' − �W sin�0¢� cos ' + 0  # ¢ sin ' cos ' + �Q sin ' , �52� 

��W = −�a cos�0¢� sin ' + �W sin�0¢� sin ' + 0  # ¢ cosQ ' + �Q cos ' , �53� 

where C0, C1, and C2 are given by  

�a = ��a cos ' − ��a sin ' , �54� 
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�W = ��a +  # sin ' , �55� 

�Q = ��a sin ' + ��a cos ' . �56� 

 

4.3 Results 

The EVDF at E/N = 2000 Td, B/N = 2000 Hx, and ' = 90 is firstly calculated. Figure 3 

shows the value of ℒ at different Nd as a function of the number of iterations. The loss value 

tends to decrease with increasing the number of iterations and then converges. The 

converged value tends to decrease with increasing Nd, indicating that the accuracy of the 

EVDF represented by the ANN increases with Nd. 

Figure 4 shows the value of the electron attachment rate coefficient Ra/N calculated 

from the trained ANN as a function of the number of iterations. The value of Ra/N calculated 

from the MCS is also shown in Fig. 4. The Nd affects the convergence of the Ra/N, and we 

need to set the Nd greater than 512 to obtain Ra/N properly. The effect of Nd on other electron 

transport coefficients is found to be small. Hereafter, we set Nd = 2048 with a margin.  

The EVDF at B/N = 2000 Hx and ' = 90° is calculated by varying the value of E/N to 

2000, 1750, 1500, 1250, 1000, 750, 500, and 250 Td in order. Figure 5 shows the value of ℒ 

as functions of the number of iterations. In the calculation below 2000 Td, retraining of the 

ANN trained in the previous condition is carried out; that is, the weight and bias matrices 

are initialized by using those matrices of the trained ANN. The value of ℒ below E/N = 2000 

Td immediately converges between 2.0×10-3 and 5.0×10-3 while 4,000 iterations. This 

indicates that retraining of the ANN helps us to speed up and improve the training of the 

ANN for the EVDF in another condition. 

The computation time is about 40 seconds per 1,000 iterations by using Nvidia Quadro 

RTX 8000, the theoretical computing performance of which is 16.31 TFLOPS in single 

precision. 

Figure 6 shows the electron velocity distribution ����, ��� calculated from the PINNs 

and MCS. The ����, ��� is calculated from the EVDF as  

����, ��� = ; ����, ��, ���+��
£

�¤`o£ �57� 

and is normalized to satisfy 

; ; ����, ���+��+��
£

�¥`o£
£

�¦`o£ = 1 . �58� 

The present meshfree method allows us to obtain a smooth distribution. Anisotropy of the 
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distribution is observed and the peak of the distribution deviates from the origin to (vx, vz) = 

(-0.714×106 m/s, 0.306×106 m/s). The ����, ��� calculated from the PINNs agrees well 

with that calculated from the MCS. 

Figure 7 shows the EEDF ��e� calculated from the PINNs and MCS at various reduced 

electric fields at B/N = 2000 Hx and ' = 90°. The EEDF is calculated from 

4M�Q����d� = ��e�de. �59� 

The EEDF spreads over higher energies with increasing E/N values due to electron 

acceleration by an electric field, and accordingly, the peak position of the EEDF shifts to 

higher energy. The PINNs excellently reproduce the EEDF calculated from the MCS. It is 

worth noting that the good agreement is also observed in the tail of the EEDF, which was 

difficult to reproduce using the PINNs approach in the previous work. 22)  

The largest difference in the EEDF was found between E/N = 250 Td and 2000 Td. We 

found that the EVDF at E/N = 250 Td can be obtained while 4000 iterations by retraining 

the ANN trained at E/N = 2000 Td. It was also found that the EVDF at E/N = 2000 Td can 

be obtained during the same iterations by retraining the ANN trained at E/N = 250 Td. 

Figure 8 shows the mean electron energy, electron drift velocity, ionization rate 

coefficient Ri/N, and electron attachment rate coefficient Ra/N at B/N = 2000 Hx and ' =
90° calculated from the PINNs and MCS as functions of E/N. The electron drift velocity in 

the z-direction Vz and that in the opposite to the x-direction -Vx increase with E/N values. As 

shown in Fig.7, with increasing E/N values the EEDF spreads to high energy region, where 

ionization cross section becomes competitive with cross sections for other collisions. 

Accordingly, the value of mean electron energy and that of Ri/N increase with E/N values. 

Due to the large electron attachment cross section of SF6 at low electron energy, the value of 

Ra/N increases with decreasing E/N values. The loss of electrons due to the electron 

attachment is therefore superior to the growth of electrons due to ionization below 500 Td. 

Figure 9 shows the relative difference in the electron transport and rate coefficients 

between the PINNs and MCS defined as  

Δ = §¨©ªª« − §¬�§¬� , �60� 

where §¨©ªª«  and §¬�  represent a quantity calculated from the PINNs and MCS, 

respectively. The relative difference is found to be within 1%. 

Retraining of the ANN is found to be also effective to calculate the EVDF by varying 

' and B/N at fixed E/N values. Figure 10 shows the relative difference between the electron 

transport coefficients calculated from the PINNs and MCS at E/N = 2000 Td as functions of 
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' and B/N. Here, the training of the ANN was stopped at 4000 iterations. Agreement on the 

electron transport coefficients between the two methods is within 1% in most cases. The 

large discrepancy is found in Vx at ' = 0°, Vy at ' = 0° and 90°, and Vx at B/N = 0 Hx. In 

such conditions, these values are zero in theory, and those calculated from the PINNs and 

MCS are found to fluctuate around zero. 

The collision processes considered in this work are essential for calculating the EVDF 

and EEDF in various gases. The benchmark results indicate the applicability of the present 

method for calculating the EVDF in middle and high E/N regions. In a low E/N region, 

rotational excitation and superelastic collisions not considered here are sometimes important 

for determining the EVDF in molecule gases, and consideration of these collisions would be 

required. 

 

5. Discussion 

5.1 Memory capacity required for representing the EVDF 

In the ANN used in this work, the layers U, L, and H(1) have d×Nu + Nu = 3×100 + 100 

parameters, and the layer H(k+1) (k = 1, 2, ..., NL - 1) has Nu×(Nu + 1) = 100×(100 + 1) 

parameters. The 3D EVDF is therefore approximated by ANN having 41,700 parameters. 

Sugawara 15) calculated the equilibrium 3D EVDF in SF6 at E/N = 100 – 2000 Td, B/N = 100 

– 2000 Hx, and ' = 90° by DNS. The EVDF was stored in 3D arrays the size of which is 

10000×45×720. The PINNs approach allows us to represent 3D EVDF properly with 

approximately 0.01% of the memory capacity used in the mesh-based DNS.  

 

5.2 Extension of the PINNs approach for calculating time dependent EVDF 

The time dependent calculation of the EVDF is needed for considering AC electric fields 

and for examining the relaxation process of the EVDF. Since the PINNs approach provides 

a general framework for solving the PDE, the extension of the present method for calculating 

time dependent EVDF would be possible. 

The number of units in the input layer of the ANN is modified according to the number 

of variables for the EVDF. When we consider boundary conditions, the loss function is 

modified as  

ℒ = ℒ¨®¯ + °ℒ±, �61� 

where ℒ¨®¯ and ℒ± denote the part of the loss function regarding the governing equation 

and the boundary condition, respectively, and λ is the parameter controlling ℒ±. 

When we calculate the temporal evolution of the EVDF f(vx, vy, vz, t) under DC electric 
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and magnetic fields, we put 4 units in the input layer of the ANN. Equation (8) is the 

governing equation for the EVDF, and the operator st  is modified. When the Dirichlet 

boundary condition is applied, the loss function is written as:  

ℒ = 1NrW ��st�∗���,B∗ , ��,B∗ , ��,B∗ , �B∗����²

B`W
+ °NrQ ���∗���,�∗ , ��,�∗ , ��,�∗ , ��∗� − ��∗���³

�`W
, �62� 

where Nd1 and Nd2 denote the number of sampling points, and yj* denotes the given value of 

f* at ���,�∗ , ��,�∗ , ��,�∗ , ��∗�. We sample points (vx,i
*, vy,i

*, vz,i
*, ti

*) and ���,�∗ , ��,�∗ , ��,�∗ , ��∗� on the 

domain of the EVDF and on the boundary, respectively. The ANN representing the EVDF is 

obtained by training the ANN to minimize the loss function. 

Compared to the mesh-based method, the theoretical foundation of the PINNs has not 

yet fully established17). So far, the ANN architecture is empirically designed in accordance 

with the problem. The size of the ANN required for representing the EVDF properly would 

become large with increasing the dimension of the EVDF. Accordingly, the training of the 

ANN might become difficult. When we extend the PINNs for calculating time dependent 

EVDF, modification of the ANN architecture and training procedure of the ANN might be 

required. 

 

6. Conclusions 

The equilibrium EVDF under DC uniform electric fields crossed with DC magnetic fields at 

arbitrary angles was calculated via the BE by applying the PINNs approach. The present 

method does not require any expansion of the EVDF using orthogonal functions and 

discretizing velocity space.  

The EVDF in SF6 is calculated in a wide range of E/N by varying with the value of B/N 

and that of '. The present mesh-free approach enables us to obtain the smooth EVDF and 

reproduce the anisotropy of the EVDF properly. 

The mean electron energy, electron drift velocity, ionization rate coefficient, and 

electron attachment rate coefficient were calculated from the EVDF and compared with 

those calculated from the MCS. It was found that the relative difference in those electron 

transport coefficients between the PINNs and MCS was within 1% in most cases. 

Furthermore, good agreement in the EEDF between the two methods was also found. This 

indicates the validity of the present method. 

The PINNs approach allows us to represent 3D EVDF properly with approximately 

0.01% of memory capacity required for the mesh-based DNS. This feature would enable us 
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to calculate high-dimensional EVDF with saving computational costs. 
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Figure Captions 

Fig. 1. Schematic diagram of the PINNs approach for solving the governing 

equation. 

 

Fig. 2. Schematic diagram of the artificial neural network used in this work. 

 

Fig. 3. The values of the loss function ℒ in SF6 at E/N = 2000 Td, B/N = 2000 Hx, and ' =
90° at different Nd as a function of the number of iterations. 

 

Fig. 4. The value of the electron attachment rate coefficient in SF6 at E/N = 2000 Td, B/N = 

2000 Hx, and ' = 90° at different Nd as a function of the number of iterations. 

 

Fig. 5. The values of the loss function ℒ in SF6 at B/N = 2000 Hx, and ' = 90° as a function 

of the number of iterations. The value of E/N varies with 2000, 17500, 1500, 1250, 1000, 

750, 500, and 250 Td in order. 

 

Fig. 6. Electron velocity distribution ����, ��� in SF6 at E/N = 2000 Td, B/N = 2000 Hx, and 

ψ = 90°. The contours of ����, ��� are plotted from 0.008 to 0.024 in steps of 0.002. 

 

Fig. 7. Electron energy distribution function in SF6 at E/N = 250, 750, 1250, and 2000 Td. 

The values of B/N and ' are fixed at 2000 Hx and 90°, respectively. 

 

Fig. 8. Electron transport coefficients in SF6 at B/N = 2000 Hx and ' = 90° as functions of 

E/N: (a) mean electron energy, (b) electron drift velocity, and (c) ionization and electron 

attachment rate coefficients. Those coefficients calculated from the PINNs and the MCS are 

shown in filled and open circles, respectively. 

 

Fig. 9. Relative difference in the electron transport coefficient calculated from the PINNs 

and MCS in SF6 at B/N = 2000 Hx and ' = 90° as functions of E/N 

 

Fig. 10. Relative difference in the electron transport coefficient between the PINNs and MCS 
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in SF6 (a) at E/N = 2000 Td and B/N = 2000 Hx and (b) at E/N = 2000 Td and ' = 90°.  
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Table I. The size of the matrix used in the artificial neural network. The number of units in 

the layer is denoted by Nu. 

Symbol Size  

X Nd×3 

W1, W2, Wz,1 d×Nu 

b1, b2, bz,k (k = 2, 3, ... , NL) 1×Nu 

Wz,k (k = 2, 3, ... , NL) Nu×Nu 

W Nu×1 

f*(X) Nd×1 

 

 

 

 

 

 

 

Fig.1. 
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Fig.2. 
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Fig.4 
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Fig.6. 

 

 

 

Fig.7. 
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(a) (b) 

 

(c)  

Fig. 8. 
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Fig. 9. 

 

 

 

Fig.10. 

 

 


