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Abstract: We propose a simple recommendation system based on rough set theory . When the user searches some products by a product 
retrieval system, if the user does not have enough information of the products, it is very difficult to represent relevant queries . Thus, by 
data mining and Kansei information processing, product recommendation system estimates user's preference from user's queries , and 
provides information about products that the user may prefer. Our recommendation method constructs decision rules from user's query, 
and recommends some products by estimating implicit conditions of products based on decision rules . Recommended products do not 
agree with the query, however, recommended products satisfy estimated implicit conditions , and therefore the user may prefer recom-
mended products. We also propose a criterion to evaluate recommended products based on certainty and coverage of decision rules . 
Moreover, we evaluate our recommendation method and evaluation method by experiment, and discuss issues for improvement of our 

methods based on results of the experiment. 

Keywords: Recommendation system, Rough set, Decision rule, Certainty, Coverage

1. INTRODUCTION 

 Product recommendation system estimates user's pref-

erence from user's queries, and provides information 

about products that the user may prefer by data mining 

techniques. For estimating user's preference, there are 

many studies about combination of Kansei engineering 

and product recommendation system (for example, [1, 5, 

10]). Rough set theory [6, 7] is a mathematical theory of 

approximation of concepts, and various applications of 

rough set theory in Kansei engineering, in particular , 
applications of extracting decision rules are also widely 

studied (for detail, see [4]). 

 In this paper, we propose a simple recommendation 

system based on rough set theory. The term "simple" 

intends that our method dose not use any extra informa-

tion except for product data and user's query. Our 

recommendation method constructs decision rules from 

user's query, and recommends some products by estimat-

ing implicit conditions of products that the user wants to 

search based on decision rules. Recommended products 

do not agree with the query, however, the products satisfy 

estimated implicit conditions, and therefore the user may 

prefer the products. Moreover, we propose a criterion to 
evaluate recommended products based on certainty and 

coverage of decision rules. 

 The rest of this paper is organized as follows . In section 
2, we review rough set theory briefly. In section 3, we 

propose a recommendation algorithm using decision rules 
and a criterion for evaluating the degree of recommenda-

tion of products. In section 4, we explain evaluation 

experiment of proposed methods and results of the

experiment. Finally, we summarize this paper in section 5. 

This paper is a revised and expanded version of two 

proceeding papers of the authors [2, 3]. 

2. BACKGROUNDS 

 We review rough set theory briefly, in particular, deci-

sion tables, relative reducts and decision rules. Note that 

contents of this section are entirely based on [4]. 

2.1 Decision tables 

 In applications of rough set theory, data of objects are 

generally expressed by combination of attributes and its 

values. The set of such combination about objects is called 

an information system. Formally, an information system is 

the following quadruple: 

 (U, AT, V, p), 

where U is the set of all objects, and called the universe, 

AT is the set of attributes, V is the set of values, and p : U 

x AT •¨ V is a function that assigns the attribute value 

p(u,a) E V to the object u at the attribute a. 

 If the set of attributes AT is divided into the set of condi-

tion attributes C and the set of decision attributes D such 

that AT = C •¾ D and C •¿ D is empty, the information 

system is called a decision table. The set of decision 

attributes provides a partition D1,•c D. of the universe, 

and each Di is called a decision class. 

Example 1. Table 1 illustrates an information system 

about eight cars cl,•cc8. By dividing AT into the follow-

ing two parts, we have a decision table: condition attributes 

C = {Maker, Type, WD, ED } and the decision attribute D 

= { TM }, where WD, ED and TM are abbreviations of
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Wheel Drive, Engine Displacement, and Transmission, 

respectively. The decision attribute TM provides two deci-

sion classes: the set of automatic transmission cars D1 = 

 {cl, c3, c4, c5, c6, c7}, and the set of manual transmission 

cars D2 = {c2, c8}. 

2.2 Relative reducts and decision rules 

 Relative reducts of the given decision table are minimal 

sets of condition attributes to classify all objects into deci-

sion classes correctly. We use the discernibility matrix 

proposed by Skowron and Rauser [8] to construct all 

reducts of the set of decision attributes D. The defensibil-

ity matrix is an nxn matrix whose element ƒÂij at i-th row 

 and j-th column is defined by

(1)

where n is the number of objects in U. 

 The set of attributes ƒÂij illustrates that we can distinguish 

the objects xi and xj, by comparing just one attribute ƒÀ•¸ƒÂij. 

On the other hand, if ƒÂij is empty, we need not (or can not) 

distinguish xi and xj. In particular, when xi and .xj, are incon-

sistent, that is, xi and xj are in different decision classes 

even though all values of condition attributes are identical, 

we can not distinguish xi and xj by any condition attributes. 

Actually, such inconsistent objects are ignored when 

calculating reducts by the dicsernibility matrix. 

 All relative reducts B •º C are calculated from the 

discernibility matrix. Relative reducts B C satisfy the 

following property: 

•E For any 1 •… i, j •… n, if ƒÂij is not empty, then B •¿ ƒÂij is 

 also not empty. 

 Each relative reduct B = { ƒÀ1,•c,ƒÀm} provides decision 

rules. In example 1, we have the following three reducts: 

 {Maker, ED } , { Type, WD } and {ED, WD }. Thus, for 

example, we have the following four decision rules from 

the reduct {Type, WD } :

[Type=Compact] A [WD=2WD][TM=AT] 

[Type=Compact] A [WD=4WD][TM=AT] 

[Type=Sedan] A [WD=2WD][TM=AT] 

[Type=Sedan] A [WD=4WD] [TM=Manual] 

 Usually, quality of each decision rule •¢•Ë„C is numeri-

cally evaluated by certainty Cer(„C / ƒ¢) and coverage 

Cov(„C •b ƒ¢) as follows:

(2)

(3)

Table 1 : Information system in example 1

where •a„C•a means the set of objects that agree with the 

condition F, and Card(S) is the number of elements of the 

set S. The certainty Cer(F I A) evaluates correctness of the 

decision rule ƒ¢•Ë„C. On the other hand, the coverage 

Cov(„C •b ƒ¢) represents the ratio of objects that agree with 

both A and „C in the set of objects that agree with F. 

Cov(„C •b ƒ¢) evaluates "relevance" of the rule ƒ¢•Ë„C as an 

explanation of the decision class that agree with F.

3. RECOMMENDATION AND EVALUATION OF 

 PRODUCTS BASED ON ROUGH SET THEORY 

 In this section, we introduce a recommendation method 

using decision rules and an evaluation method of recom-

mendation based on certainty and coverage of decision 

rules. Our recommendation method constructs decision 

rules from user's query, and recommends some products by 

estimating implicit conditions of products that the user 

searches. Recommended products do not agree with the 

query, however, the products satisfy estimated implicit 
conditions, and therefore the user may be possible to prefer 

recommended products. Moreover, using certainty and 

coverage of decision rules, we evaluate the degree of recom-

mendation of each product recommended by our method. 

3.1 A recommendation algorithm using decision rules 

 We propose a recommendation algorithm using decision 

rules. The main idea is to estimate user's implicit condi-

tions of searching products from user's query and 

constructed decision rules. Recommend products satisfy 

estimated implicit conditions. 

A recommendation algorithm using decision rules 

Input: A query Q with the following form:

where each ƒ¿i is an attribute, and x, is a value of ai. 

Output: A set of recommended products Rec •º U. 

 Stepl. Set Rec = 0.

Step2. If •a Q •a •‚ „U, we set Qw = Q. Otherwise, we reject 

some conditions [ƒ¿i = xi] in Q as little as possible, and 

construct a weakened query Qw until we have •a Qw•a •‚ „U. 

Step3. Construct the set of decision attributes
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where each ƒÁi is the attribute that appears in the (weakened) 

query  Qw. We denote the decision class that agrees with 

Qw by D* 

Step4. Construct all relative reducts B •º C of the decision 

classes by the discernibility matrix. 

Step5. For all reducts B •º C and all products u •¸ D*, repeat 

the following steps: 

1. For each relative reduct B ={ƒÀ1,•c,ƒÀm } and each prod-

  uct u•¸D*, construct the following decision rule:

(4)

where p (u, ƒÀi) = yi for each ƒÀi. We denote the decision rule 

(4) by DR(u, Qw). 

2. For each product v •¸ Dj (Dj •‚ D*) that agrees with the 

  antecedents of the decision rule (4), construct the 

  following decision rules:

(5)

where p (v, ƒ¿i) = zi for each ai. We denote the conclusion 

of the decision rule (5) by Qr, and similar to the decision 

rule (4), we denote the decision rule (5) by DR(v, Qr). 

3. Add all products v •¸ Dj used at 2. to the set of recom-

  mended products. 

Step6. Output Rec.

 Each recommended product x •¸ Rec does not agree with 

the (weakened) query Qw, however, it agrees with the 

antecedent of a decision rule DR(u, Qw) of u •¸ D*:

 We regard this formula as an implicit condition IC of 

user's query, and assume that IC illustrates a hidden 

condition of user's favorite products. This corresponds to 

Abduction of IC from Qw and DR(u, Qw). Moreover , by 

each x •¸ Rec, we imply the following characteristics Q. 

from IC and another decision rule DR(u, Qr):

 Note that Qw and Qr are different characteristics, that is , 

there is at least one decision attribute ƒÁi that has different 

values in Qw and Qr. This reasoning step corresponds to 

Deduction of Qr from IC and DR(x, Qr). 

 Note that, as a starting point of recommendation, we 

need to have at least one product that agrees with user's 

query. Thus, if there is no product that agrees with user's 

actual query Q, we need to construct a weakened query Q w 

to get some products as a starting point. 

Example 2. This example is continuation of Example 1 . 

Suppose that a user searches cars from Table 1 by the 

following query Q:

We calculate Rec by the recommendation algorithm as 

follows:

Stepl. We set Rec = 0. 

Step2. We search products which agree with Q, and find 

the product c8. Thus, we set Qw = Q. 

Step3. We get the set of decision attributes 

D = {Maker, TM}, 

and the following five decision classes: 

•E D1 = {cl, c3} (Toyota, AT), 

•E D2 = {c2} (Toyota, Manual), 

•E D3 = {c4, c5, c6} (Nissan, AT), 

•E D4 = {c7}(Mazda, AT), 

•E D* _ {c8}(Mazda, Manual). 

Step4. We calculatett all reducts, and get one reduct: 

B = { Type, ED}. 

 Note that the products c1, c6 and c7 are inconsistent 

because these have the same condition values. Similarly, 

c2 and c8 are also inconsistent. Therefore, these five 

products are actually ignored when calculating reducts. 

Step5. We calculate recommended products as follows: 

1. Using the product c8 •¸ D*, we get the following rule 

  DR(c8, Qw):

2. We get two products c2 and c4 that agree with the 

  antecedent of DR(c8, Qw). Then, we get the following 

  rule DR(c2, Qri) :

Similarly, we also get the following decision rule 

DR(c4, Qr2)

3. We add c2 and c4 to Rec. 

Step6. Consequently, we output the following set as 

recommended products Rec = { c2, c4}. 

 In this calculation of recommendation, from the user's 

query, we implied user's implicit condition IC:

at Step5 by abduction from Qw and DR(c8, Qw), and we 

assumed that the user may also prefer products that agree 

with this condition. Then, we implied the following two 

characteristics

and get c2 and c4 as recommended products that agree 

with implicit conditions, even though these are not agree 

with the original query. 

3.2 Evaluation of recommended products 

 We also propose an evaluation method of recommended 

products by the recommendation algorithm in section 3.1. 
The main idea of evaluation is, for each x E Rec that
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agrees with an implicit condition IC, to evaluate certainty 

and coverage of decision rules IC•ËQw used for abduc-

tion at Step5. This is based on the following two 

observations: 

The case that Cer(Qw, •b IC) is near to 1: Almost all prod-

ucts that agree with IC also agree with the (weakened) 

query Qw Thus, we can regard that the implicit condition 

IC almost correctly represents some aspects of user's 

implicit image about products that the user searches, and 

therefore products x •¸ Rec that agree with IC are rare 

exceptions that do not agree with user's explicit image 

about such products. 

The case that Cov(Qw•bIC) is near to 1: Almost all objects 

that agree with Qw also agree with IC. Thus, we can regard 

that IC covers almost all images about products. 

 Thus, if the sum of certainty and coverage of the deci-

sion rule IC Qw is higher, we treat recommendations of 

products x •¸ Rec that agree with IC as good recommenda-

tions. Note that, if Cov(Qw•bIC) = 1, we have •aIC•a Qw

and there is no "rare exception" that we regard as recom-

mended products that agree with IC. On the other hand, if 

both certainty and coverage of the rule IC Qw is near to 

0, we regard that there is little connection between IC and 

Qw, and we think that recommendations of products x•¸

Rec that agree with IC are not good recommendations. 

 We also need to consider the difference between the 

(weakened) query Qw and the derived characteristic Qr. 

Thus, we introduce a criterion DAC(QW, Qr) to evaluate 

this difference as follows:

(6)

where Cw= { [ƒÁ1 = z1],•c,[ƒÁk = zk] } is the set of conditions 

that appear in the (weakened) query Qw, and Cr = { [ƒÁ1= 

v1],•c, [ ƒÁk = vk] } is the set of conditions that appear in the 

derived characteristics Qr. We call the criterion DAC(QW, 

Qr) the degree of agreement of characteristics (for short, 

DAC). 

 Combining certainty, coverage and the degree of agree-

ment of characteristics, we introduce a criterion to evaluate 

the degree of recommendation (for short, DoR) of each 

product x •¸ Rec as follows:

(7)

where IC(x) is the set of implicit conditions IC that agree 

with x such that the decision rule IC •Ë Qw is identical to 

DR(u, Qw) for some u •¸ •a Qw •a. For any products x, y•¸

Rec, if DoR(y) < DoR(x), we regard x as better recom-

mendation than y. 

Example 3. This example is continuation of Example 2. 

We evaluate the degree of recommendation of c2 and c4.

Both c2 and c4 agree with the implicit condition IC in 

Example 2, which is derived from DR(c8, Qw) by abduc-

tion. Moreover, c2 and c4 have the characteristics Qr1 and 

Qr2, respectively. Thus, we calculate DoR(c2) and DoR(c4) 
as follows:

We have DoR(c4) < DoR(c2), and therefore we regard c2 

as better recommendation than c4. 

4. EXPERIMENT 

 We verify efficiency of our recommendation method 

and evaluation method by evaluation experiment of prod-

uct retrieval system based on our method. 

4.1 Methods 

 12 examinees used the product retrieval system. Product 

data used in this experiment is car data in a magazine 

about used cars [9]. The number of data is 450, and each 

datum has 11 attributes. Table 2 illustrates the attributes, 

the number of values of each attribute, and values of each 

attribute of the car data. 

 In this experiment, each examinee entered one query 

represented by a conjunction of conditions [ƒ¿1 = ƒÔ1], and 

evaluated how each recommended car is suitable for the 

examinee by five grades (1: bad, 2: poor, 3: fair, 4: good, 

5: excellent). 

4.2 Experimental results 

 Table 3 illustrates experimental results by 12 examinees. 

In Table 3, No. is the id number of examinees. Cond and 

Ans are the number of conditions that the examinee 

entered to product retrieval system, and the number of 

products that agree with the (weakened) query. Rule is the 

number of decision rules used for calculating recommen-

dations, respectively. Total, better and weak in 

Recommendations are the numbers of all recommended 

products to the examinee, better recommended products 

in all recommended products, and weakly recommended 

products in all recommended products, respectively, 

where x E Rec is called a better recommended products if 

DoR(ƒÔ) is higher than Avg. of DoR. Otherwise we call x a 

weakly recommended products. Similarly, total, better 

and weak in Avg. of grades are the averages of all recom-

mended products, better recommended products and 

weakly recommended products, respectively. Note that 

there is just one recommendation to the examinee No. 10,
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Table 2 : Attributes and values of car data

and therefore we do not consider better (weak) recom-

mendations to  No.10 in Table 3. 

 As entire tendency, evaluations for all recommended 

products by examinees are between poor and fair. Correla-
tion coefficient between Avg. of DoR and total Avg. of 

grades is 0.22, therefore correlation between these degrees 
is weak. On the other hand, in Avg. of grades, better is 

higher than weak on 8 examinees. These suggest tendency 

that better recommended products are more suitable for 

examinees than weak ones. 

 In this experiment, we observed two typical patterns of 

calculation of recommendations: 

1. Many conditions and many recommendations (the 

  case of No. 3, 4, 6): There is just one product that 

  agrees with the (weakened) query, and IC agrees with 

  many other recommended products. In this case, DoR 

  depends on DAC completely.

2. A few conditions and a few recommendations (No. 8, 

  10): Many decision rules concern to the query, 

  however, certainty of almost rules are 1. 

From the casel, case2 and the weak tendency in Avg. of 

grades, we consider characteristics of DoR and issues for 
improvement our recommendation method as follows:
・ We can regard DoR as one index that weakly reflects 

some aspects of relative suitability about products in 

each examinee.

・ However, because DAC tends to become higher when

we have many conditions in the query, comparing DoR

among examinees is inapproprlate.

・ We need to consider how to weaken the original query 

and implicit conditions to avoid the casel and 2. This 
is because rejection of informative and important 

attributes for the user may cause the case 1 , and strict 
treatment of implicit conditions causes a few recom-
mendations in the case2.

5. SUMMARY 

 We have proposed a simple recommendation system 

based on rough set theory. First, we have introduced a 
recommendation algorithm that estimates user's implicit 

conditions about products using decision rules. Next, we 
have proposed a criterion to evaluate recommended prod-

ucts based on certainty and coverage. Moreover, to verify 
efficiency of our methods, we have discussed issues for 

improvement of our methods based on the experiment. 
More refinements of recommendation and evaluation 
methods are future works. 
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