SR TR AS %)
SR —HA T e

Muroran Institute of Technology Academic Resources Archive

7

A Modal Characterization of Granular Reasoning
Based on Scott - Montague Models

S&8: English

HhRE: BARFER®R Y 7 ¥ 1 F2
~FH: 2013-08-22

*F—7— K (Ja):

*F—7— K (En):

VERE: THE, BRYE, MURAI Tetsuya
X—=ILT7 KL R:

Firi&:

http://hdl.handle.net/10258/2193




(V SEIEAY U
TSR T — 1A D

Muroran Institute of Technology Academic Resources Archive

A Modal Characterization of Granular Reasoning
Based on Scott - Montague Models

N KUDO Yasuo, MURAI Tetsuya

journal or Proceedings of Joint 4th International
publication title |Conference on Soft Computing and Intelligent
Systems and 9th International Symposium on
Advanced Intelligent Systems (SCIS & ISIS

2008)
page range 991-995
year 2008-09
URL http://hdl _handle.net/10258/2193

doi: info:doi/10.14864/softscis.2008.0.991.0



FR-G3-2 SCIS & ISIS 2008

A Modal Characterization of Granular Reasoning
Based on Scott — Montague Models

Yasuo Kudo Tetsuya Murai
Department of Computer Science and Graduate School of Information Science and Technology
Systems Engineering Hokkaido University
Muroran Institute of Technology Kita 14, Nishi 9, Kita-Ku, Sapporo 060-0814, Japan
27-1 Mizumoto, Muroran 050-8585, Japan Email: murahiko@main.ist.hokudai.ac.jp

Email: kudo@csse.muroran-it.ac.jp

Abstract—Granular reasoning proposed by Murai et al. is (material implication),— (equivalence) and two modal oper-
a mechanism for reasoning using granular computing, and the atorsO (necessity) and> (possibility) by the following rules:
concept of “focus” has been proposed as a key concept of granular W peP=pe Luw(P)OQR)pE La(P)= —pe L (P)O

reasoning. On the other hand, the authors have proposed another
concept of granularity, called “visibility”. In this paper, we try to ®)p.g € Lu(P) = pAg,pVep — ;0 = q € Lu(P)D(4)

capture the concepts of visibility and focus as modalities of modal P € L (P) = Op,Op € Lu(P). A sentence is calledon-
logics by introducing Scott-Montague models that illustrate the modal if the sentence does not contain any modal operators.

visibility and focus by modal operators, respectively. We denoteL(P) to mean the set of all non-modal sentences.
Scott-Montague models (or minimal models; see Chellas [1]
l. INTRODUCTION for details) are a generalization of well-known Kripke models,

Granular Computingbased on rough set theory (Paw|a|@.nd prOVide pOSSib|e WOI’|dS SemantiCS fOI’ mOdal |OgiCS. A
[14], [15]) has been widely studied as a new paradigm &cott-Montague model1 is a triple
computing (for example, see [7], [17]). In particular, Murai (W, N, ),
et al. has proposedranular reasoningas a mechanism for ] ] ]
reasoning using granular computing [8], and developedWq€re W is a non-empty set of possible world$/ is a
framework of granular reasoning, called a zooming reasoniffiction from W to 2>°, andv is a valuation that assigns
system [9], [10], [11]. The key concept of the zoomin(}'ther the truth valuet (true) or f (false) to each atomic
reasoning system is focus, which represents sentences weS§sencep € P at each worldw € W. _
in some step of reasoning. The focus provides a three-valuedVe de'note|:pr to mean that the sentengeis true at
truth valuation that assigns the truth value “true” or “falseth€ possible worldw in the modelM. =" is obtained by
to atomic sentences that appear in the focus, and assigns&fgnding the valuation by the usual way. For any sentence
truth value “unknown” to other atomic sentences. p € Lu(P), we define theruth setof p in M as [[pl|** =

On the other hand, the authors have proposed another c{)}‘f—e W | {="p}. The truth condition of modal sentences is
cept of granularity, called visibility [5]. Visibility separates all9iVen by ot
sentences into “visible” sentences, that is, sentences we con- =2 0p < [|pI™ € N(w). 1)
iir(]jer, a:r‘]d “invilsiblr(]e” sentenctes ‘;"Tj'cfh are 0|Ut gftcotr;]SidelraE{i_OVarious conditions ofV are considered such that

e authors also have constructed four-valued truth valuations
based on visibility and focus, which illustrate the concepts of ((T)) §?,YE ingfzﬁ;U;#Xﬁii%)(i)ndY € N(w),
“clearly visible”, “obscurely visible” and “invisible” [6]. ") W’ € N(w) '

In this paper, we try to capture the concepts of visibility and d) X e Nw) ’:> X ¢ N(w)
focus as modalities. In particular, we produgg S_gott—Montague © XeNw =weX, '
ot skt s popries f by and 5. () % (o) S 61 v < (o) < Vo)
clearly visible” as modal sentencep\and G, respectively. (6) X gNw)={reW|[XgN@)}eNw)

The smallest classical modal logi¢ is proved to be both

[I. BACKGROUNDS sound and complete with respect to the class of all Scott -
Montague models, wherg contains the schemf <. Op «
—0O-p and the rule of inference

Let P be a set of (at most countably infinite) atomic sen-
tences. We construct a languagg (P) for modal logic from
P using logical operators (the truth constant)| (the falsity with the rules and axiom schemata of propositional logic. Each
constant),~ (negation),A (conjunction),Vv (disjunction), — condition of NV corresponds to axiom schema such that

A. Scott — Montague Models for Modal Logics

RE: from p < ¢ infer Op « Oq
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M. O(pAgq)— (OpAOg), TABLE |
C. (Dp A Dq) N D(p A C]), TRUTH ASSIGNMENTS OF THE THREEVALUED VALUATION
N. OT, Negation—p Conjunctionp A q
D. DOp—<p, p | p o FoT
T. dp—p, 2‘ ’% 0 0 0 0
F |0 F F
4. Op — OOp, T F T 0 F T
5 Op—0O0p.
o ) Disjunctionp V q Implicationp — ¢
B. Visibility and Focus: Two Concepts of Granular Reasoning >0 F T 4o F T
1) Granularized possible worlds based on visibilityet g g g ,‘JZ’_, 2 g ,?_, [
I" be a set of non-modal sentences considered in the current T g T T T |¢g F T

step of reasoning. Usindl, we define thevisibility relative
to I'. Moreover, we redefine the the concept of the focus,
and proposed théocusrelative toI". The definitions of the

visibility Vs(I") and focusFe(I') relative tol are as follows: = 2) EQuivalence classes of granularized possible worlds

based on focusUsing the focusFe(T") relative toI', we con-
Vs(I) = def oA SuhT) = Pr, (2) struct an agreement relatiddg. -y on theset of granularized
possible worldsW. If Fe(I') # (), we define the agreement

def
Fe(l) = {p e P|eitherT' =porl'F=p},  (3)  rqjation Rpe(ry as follows:

where Sull") is the union of the sets of subsentences of each def _ ~ B
sentence iM". Using a (given) valuation, we construct the TRpr)§ <= vs(r) (P, T) = Vvs(r) (P, 9), Vp € Fe(T'). (7)

agreement relatiory,(r) based on the visibilityVs(I') @ The agreement reIatioRFc(F) on W induce the quotient set of

follows:
granularized possible worldg” ' W/RFP(F) We treat each

def e ~
zRyyryy <= v(p,x) = v(p,y), Yp € Vs(I).  (4) equivalence clas® = [d@]g,,,, as a unit of consideration

. as if eachw were a “possible world”. On the other hand, if
The agreement relatioRy -y induce the set of granularlzed Fe(T) = 0, we can not construct the agreement relation. In
def .

possible worldsW/ = W/Ryyr). We also construct a ihig case, we defing/ def {W}.

truth valuationdy(r) for granularized possible worlds o We consider a valuation functiofiz.r for equivalence

[T] Ry € W . The valuationvy,y becomes the following classes of granularized possible worlds as the following four-
three-valued one: valued one:

) ~ Bre(ry : P x W — 2{TF}, (8)
Bys(ry s P x W — 2060\ {{¢, £}}. (5) g

The valuationvgr) is defined by:

i ~ {T}’ f)VS(F)(pyi‘) = T, VI € 1/1}\,
) e [ 8 () =t Ve e, {F}, %) (p,7) =F, VZ € @,
Ovary () = Af} 1 v(p.2) £ Ve €D, (O) Gy (p@) < 32,7 € B STy (p, %) =T,

The three-valued valuatioy () is defined by:

: T,F}, . _
0, otherwise {T,F} andiyr) (p, ) = F,
0, otherwise
Hereafter, we use the following notation® < {t} and (9)
F {f}, respectively. Usingiy,r, we define the visibility ~ Definition 2: An atomic sentence is clearly visible (or
of atomic sentences. in focug at w if and only if either Vg ry(p, w) = {T} or

Definition 1: An atomic sentence is visible at w if and Vg, (p, w) = {F}. On the other hand is obscurely visible
only if either ty ) (p,w) = T or Dyyr)(p,w) = F. On the at @ if and only if 6}7'(.(1")([), w) = {T,F}. Moreover,p is
other handp is invisible at w if and only if oy, (p,w) = 0. invisible at @ if and only if Ogr)(p, @) = 0.

The three-valued valuatiody,r is extended to any non- From this definition, it is | clear that for app € Fe(T), p is
modal sentences by truth assignments of connective®ega- clearly visible at allw € w.
tion), A (conjunction),V (disjunction) and— (implication) Similar to the case of the three-valued valuation ),
illustrated in Table |. We denote the extended three-valudthe four-valued valuatiorvzry is extended to any non-
truth valuation by the same notatiaR,ry. Similar to the modal sentences by truth assignments illustrated in Table II.
case of atomic sentences, for any non-modal sentgneee  We denote the extended four-valued truth valuation by the
call p is visible atw if and only if either oy, (p,w) = T same notatiowg,r). Similar to the three-valued case, for any
or ty,m)(p,w) = F. On the other handy is invisible atw clearly visible sentences and g, it is clear that-p, p A g,
if and only if oy, (p,w) = 0. Hence, if bothp andq are pVgqandp — g are also clearly visible. Thus, there is at least
visible, it is clear that-p, p A ¢, pV ¢ andp — ¢ are also one equivalence clags ¢ W such thatvg,ry(p, w) = {T}
visible. forall p eT.
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TABLE 1| . ~
Next, we construct the agreement relati@®,y on W,

TRUTH TABLES OF THE FOURVALUED VALUATION . .
and get the following two equivalence classes:

gegaﬁonﬂfp @ = {1121,1125} = {{w1, w2}, {ws, we}},
1) 1) w3 = {3, wr} = {{ws, wa}, {wr,ws}}.
{F} {T} By (9), each atomic sentence has the following four-valued
{T} {F} truth value:
{T.F} [ {T.F} Upery(p, w1) = {T,F},  Upry(q,w1) = {T},
Disjunctionp V ¢ EFG(F)(ra U/’\l) =¥ R R
P 910 {F} {T} {T,F} UFC(F)Epv lw3)) :éTa F}; VEe(T) (q7 11.)3) = {F};
0 0 [ 0 0 'UF('(I") r ’L/&g =V.
{F} |0 ({F} {T} {T,F} This means thag is clearly visible,butp is obscurely visible.
L S 1 S S S Similar to the three-valued case,is invisible. Four-valued
{T,F} | 0 {T,F} {T} {T,F}
- truth values of any non-modal sentences are calculated based
] Conjunctionp A ¢ on Table Il. For example, the truth value of — q is:
By 8 {lg} {rg} {T(’DF} Upery(p — g, 1) = {T} and Vg, y(p — q,w3) = {T,F}.
F} |0 F} (F) (F} Thus, all non-modal sentences Ihis true, that is, clearly
{T} |06 {F} {T} {T,F} visible, atw;.
{T,F} [0 {F} {T,F} {T,F}
Implication p — ¢ II. GRANULAR REASONING AND SCOTT — MONTAGUE
Pl 1 S ¢ VR W MODELS
{2} g {% {g} {g} A. Visibility as Modality
{T} |0 {F} {T} {T,F} In this subsection, we try to capture the concept of visibility
{T,F} | 0 {T,F} {T} {T,F} by modality based on Scott — Montague models. Suppose we

have a set of granularized possible worlds based on the
visibility Vs(T') relative toT', and a non-modal sentenpeis

Note that, however, not all two-valued tautologies are satigsible atw < W. Instead of the modal operater, we use
fied by op.(ry. For example, for any invisible sentengeand a modal operator V, and we readp\as “p is visible”. We
obscurely visible senteneg exclusive middle is not satisfied:intend to illustrate the visibility by some Scott — Montague
Upery(pV —p, @) = 0 andvpery(q V —~q, w) = {T,F} for all model M as follows: for each possible world € w0,

Gew.

Example 1:Let P = {p,q,r} be a set of atomic sentences,
andW be a non-empty set that has the following eight possibleror jllustrating the concept of visibility as modality, we use
worlds: the following simple functionNy,(r.

. _ . Definition 3: Let W = {&,--- ,w,} be the set of gran-
wi=Ap.qr}, w2 ={p.a}, ws=Ap.r}, wi={p} ularized possible WOI’|dS{ based on }the visibilitgs(I'). A
ws ={q,r}, wg={a}, wr={r}, ws=0.

w . .
We definé the truth value of each atomic sentepce P at function Ny,ry : W — 22" is defined by

E=MVp, if pis visible ati.

each worldw € W by v(p, w) = t <= p € w. By this truth def

assignment, for example, all atomic sentences are trug at Ny { uA ‘ ACW } VeeW, (10

On the other hand, all atomic sentences are falsesat wherel J A means the union of all granularized possible worlds
Suppose we have the following set of non-modal sentence def

RoAL If A=0, we define J A = 0.

This definition means that, for any € W, each element
X € Nyyr)(z) is constructed by union of some granular-
ized possible worlds. Eactv € W is an equivalence class
[W]Ry,, € W, thus the functionNy,r) is well-defined.

considered in the current step of reasonifig= {q,p — q}.

Hence, we have the visibility’s(I") and focusFe(I") relative

to T as follows, respectivelyVs(I') = {p,q}, Fe(I') = {q}.
Constructing the agreement relati@y -y by equation (4),

we have the following four granularized possible worlds: = ) -
wy = {wy, wy}, Wz = {ws,wy}, Ny satisfies the following conditions.

ws = {ws,wg}, w7 = {wr,ws}. Lemma 1:The constructed functioWyr by (10) satisfies
Each atomic sentence has the followmg three-valued trutie condition (c), (n), (4) and (5). MoreoveNy,r) satisfies
value: the following properties:
(V') X e NVS(F) & X e NVS(F)'

7’Fc(F)(P IE’ ) =T, 0pm/a, 1{’1) =T, ”FC(F)(“@) 0, Next, usingNy,(ry, We construct a Scott - Montague model
Upe(r) (P, » W3 3) =T, Upr)(a, 1f3) =F, opml(r, 1f’3) 0, m = (W, Nygry,v). Lemma 1 indicates that the modgk
”FdF)EP Ws 3 g “FF(F)Eq 7{53 = 1? UFc(F)Erv%) = 87 validates schemat@, N, 4 and5. Moreover, the condition (v!)
UFe(T) p, Wy Vpe(m)\9q, W) = VFe(r wr) =Y. i :

These truth values indicate thatandq are VISIb|e whiler is corresponds the following schema

invisible. VI Vp < V-p.
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The truth condition of modal sentences, (1), captures pgranularized possible worlds. For each possible wgrld &
of the concept of visibility. The following lemma captures theuch thatz € w,
property that if bothp andq are visible, then-p, p A g, pVq

andp — ¢ are also visible. k=" Cp, if pis clearly visible ati.

Lemma 2: 1) If p € Vs(T), then=}Vpforallw e W.  To construct a functionVg,ry that illustrates the concept
2) F% anyp € L(P) and allw € W, if |=}" Vp, then of focus as modality, we take the following two steps:
Fu' Vop. 1) Constructing a functlomv}gc(r) for eacha € .

3) For anyp,q € L(P) and allw € W, if both =M Vp n @
and =M Vg, then =X V(p A ), =M V(p v q), and  2) ComPining allNg
EMV(p — q), respectively. First, we define the functloer Fe()-
Combining these lemmas, we have the following result.  Definition 4: For eachi € W a functloan( r) Uw —
Theorem 1:Let I' be a non-empty set of non-modal seny2™ i« yefined by:
tencesV be the set of granularized possible worlds based on
the visibility Vs(I'), and M = (W, Nyyr),v) be a Scott- N2 1 (x @) E{y4a |ACU@) }, Vae Uw (11)
Montague model that has a functidNy, ) by Definition
3. For any non-modal sentengec L(P), if p is visible at whereU (%) = (W\ A) (Jw). If A=0, then|JA =
w € W, then=MVp for all = € . we define the func-

def

Next, combining all funcUonsN“’(

However, the converse of Theorem 1 is not satisfied. This | Npery. o
is becauseMln our formulation, any “invisible” tautology Definition 5: For allx € W, a functionN pr, : W — 92"
becomes=:"Vp. For example, suppose that an atomic sen

is defined by:

tencer is invisible by oy, r). A tautology r vV —r is also
invisible by the definition of visibility. However, the truth set N2 (), if Fe(T) # 0,
[r Vv =r[|[M =W is an element ofVy,r (w) for all w € W, N (@) def Fe() andz € Uw (12)
therefore =™ V(r v —r). Unfortunately, we can not avoid Fe(D)\F) =
this difficulty. This is because it causes that the schéina . {w, 0}, otherwise. .
is satisfied usingNy,r. Therefore we need to restrict our It is easy to check that the functiaNxr) is well-defined
formulation to satisfiable sentences. by Definition 5. The key of this construction is the $étw),

Example 2:We use the same setting of Example 1. Usmymch provides “units” of construction at each possible world
W = {41,103, Ws, w7}, We construct a Scott - Montaguer € w. U( w) does not contain any granularized possible
model M = (W, Ny,(r),v) by Definition 3, wherelV’ and worlds g in @w. This is because we need to capture the property
v are the same ones defined in Example 1. that an atomic sentengds visible if and only ifp is true atall

We haveVs(T') = {p,q}, thus atomic sentencesandq are granularized possible worlds i@ or false atall granularized
visible butr is invisible. For these atomic sentences, we ha@ossible worlds inv. Hence, if somej € @ are contained in

the following truth sets, respectively: U(w), some atomic sentengec Vs(I') \ Fe(I') may become
“clearly visible”. Thus, anyy € @w should not be included in
HPHM = {wlva?w3ﬂw4}7 U(’L/U\>
la™ = {wi,ws,ws,we}, The differences betweeWy,ry and Ng,r are the fol-
(M = fwr, ws, ws, wr ). lowing: (1) Ny treats all combinations of unions of gran-

ularized possible worlds as “unit” of consideration, while
Here, it holds that|p||™ = {w, w2} U {ws, w4} = 01 U s Npe(ry treats some restricted parts of combinations of unions
M = {w, w2} U {ws,ws} = w1 Uws. Therefore, of granularized possible worlds. This is because we need to
for example, =2 Vp and =M Vq for all = € @; by the distinguish “ clearly visible” sentences and “obscurely visible”
truth condition (1), respectively. On the other hand, we cagentences by using the fucntidvi ), and the concepty'is
not construct|r|* by union of@w;, we havel=:! Vr for all  clearly visible” (or “in focus”) requwes thap is eitherT or

weW. F at all granularized possible worlds i@. (2) Np.r) needs
, to treat the casdc(I') = (). In the case ofNy,r), by the
B. Focus as Modality definition of Vs(I') we need not to consider the case that

Similar to the case of visibility, we try to capture the concept’s(I") =. However, inN gy, we have to considefc(I") = 0),
of focus by modality based on Scott - Montague models. Thieat is, the case that “nothing is clear”.
focus Fe(I') relative toI" divides all “visible "sentences into  Np, ) satisfies the following conditions.
“clearly visible” ones and “obscurely visible” ones. For any Lemma 3:The constructed functiolV .y by (12) satisfies
clearly visible sentencg, using a modal operator C, we denotehe condition (c), (n) and (v!).
Cp to mean that p is clearly visible”. We intend to illustrate However, in general, the conditions (4) and (5) are not
the focus by some Scott - Montague modél as follows: Let = satisfied.
W be the quotient set of granularized possible worlds basedNext, usingN .y, we construct a Scott - Montague model
on the focusFe(I'), and@w € W be an equivalence class of M = (W, Ngr),v). Lemma 4 indicates that the modgét
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validates schemat&, N and V!. Moreover, all properties

There are many future issues. First, we need to explore con-

illustrated in Lemma 2 are also valid for the operator C, thaéctions between V and C by multi modal Scott — Montague

is, if both p and ¢ are clearly visible, therp, p A q, pV q
andp — ¢ are also clearly visible.
Lemma 4: 1) If p € Vs(T'), then= Cp forall w € W.

w

2) For anyp € L(P) and allw € W, if =M Cp, then
=5 Cp.

3) For anyp,q € L(P) and allw € W, if both = Cp
and =" Cq, then =" C(p A q), =5 C(p V ¢), and
E=MC(p — q), respectively.

Thus, we have the following result.

Theorem 2:Let I' be a non-empty set of non-modal sen{!!
tences,IW be the set of equivalence classes of granularizeg,

possible worlds based oAc(I'), and M = (W, Ngyry, v)
be a Scott-Montague model that has a functi¥p, ) by
Definition 5. For any non-modal sentenpgif p is clearly
visible at@w € W, then|=" Cp for all z € § such thatj € .

However, by the same reason of the case gftife converse

of Theorem 2 is not satisfied.

Example 3:We use the same setting of Example 1. Usingy]

wy = {w,ws} = {{wr,ws}, {ws, we}}, wz = {ws,wr} =
{{ws,wa},{w7, ws}}, we get the setd/(w,) andU(ws) as
follows:

U(w) =
U(ws) =

{{’LUl,’lUQ, IUS,U)G}, {w37w4}7 {’LU7,’LU8}},

{{IU3,’LU4,U)7, ws}, {U)l, wg}, {U)5, wg}}

Thus, usingU(@,) and U(@s), we construct functions [10]
by Definition 4, and a Scott - Montague

N , and N©s

models and axiomatic characterization of visibility and focus.
Combination with other modal logics, in particular, logics

of knowledge and belief (for example, see [3]), and logics
of time (for example, see [16]) are also interest. Moreover,
we need to consider relationship among our framework and
zooming reasoning systems [9], [10], [11] and belief change
(for example, see [2], [4]).
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