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Abstract—In this paper, we propose a way of solving conflict Upper Approximation of X
resolution in agent control based on rough-set-based granularity. U/R
The solution is obtained as the lower approximation of possible
actions selected from limited knowledge. Then, we explain how
the lower approximation can be generated. In case that the lower
approximation is an empty set, variable precision rough set model
enables us to obtain the solution of conflict resolution.

|_——Set X

I. INTRODUCTION

In behavior-based Al approaches[1], "behavior” is regarded
as being more important than "thinking” since an agent in the
approach must cope with dynamically changing environments. \Lower Approximation of X
For the purpose, an agent has to select some actions they
should perform through interaction of a number of behaviour
modules with a dynamic environment. Such a mechanism of
selecting actions is called behavior arbitration.

In this paper, we formulate a method of behavior arbitratiofhe set of equivalent classes with respectitp provides a
on the basis of rough-set-based granularity. We also ShB‘é(rtition U/Rp of U.

simul,ation results of t_he propqsed methoq applied in thepgqy. o given information systemi = (U, A, V, p), a given
robot’'s garbage collection experiment by Ishigral. [2]. subsetB C A of attribute, and any subseéf C U, we define

I[I. ROUGH SET THEORY the lower approximation ofX (denoted by[Rp]X) and the
wpper approximation of (denoted by(Rp)X) by

Fig. 1. Rough Set

Rough set theory originated by Pawlak[4] is one of remar
able methods for discovering knowledge from incomplete or [Rp]X = {zeU|[z]r, C X}
imprecise data. In this section, we give a brief description of v~

some basic notions of rough sets as well as variable precision (Rp)X = {z€U|[z]ry N X # 0}
rough set (VPRS) model proposed by Ziarko[5]. A rough set ofX is a pair of the lower and upper approxi-
A. Rough Set Theory mations of X:

Let I = (U, A,V,p) be an information table, wher& is ([Rs]X, (Rp)X).

a non-empty finite set, called the universe, of objegtds a
non-empty finite set of attributed/ is a set of value at the . o
attributea € A, andp : Ux A — V is the function that assigns B- Variable Precision Rough Set Model

the valuep(z,a) € V of the objectz € U at the attributes. ~ VPRS model proposed by Ziarko[5] is a generalization of
With any subsetB C A of attributes, we can construct anrough sets in order to solve the problem that lower approxima-
indiscernibility relationRzz on U by tions have a tendency to be empty because of incompleteness

and/or imprecision of given knowledge.

def
thpy <= Va € B( p(w,a) = p(y,a) ). First, ¢(X,Y), called relative classification error, is defined

The indiscernibility relationRg is obviously an equivalence by

relation onU. The equivalent clas§r]g, of z(e U) with XY
respect toRg is denoted b — i
p B y (X)) = 1 X if | X| >0,
[z]ry = {y € UlzRpy}. 0, otherwise,
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where X andY are subsets df/. The rough inclusion can be wal
difined by
B e
XCY & (X, Y)<h,
where3(0 < 8 < 0.5) is precision.

Let U/Rg = {F1,Es,...,E,} be a partition generated
by equivalence relatio®z. Then, thesg-lower approximation
of X and theg-upper approximation ofX are respectively
defined by

B Fig. 2. The robot's garbage collection problem: simulation environment
ReslX = |J{E€U/Rs|EC X}

= (HE€U/R | o(E,X) < B},
IV. RoBOT' S GARBAGE COLLECTION EXPERIMENT BY

(Rps)X = | J{E€U/Rp|c(E,X)<1-p}. ISHIGUROet al.
[1l. BEHAVIOR ARBITRATION AND ROUGH-SET-BASED Ishigro et al. [2] proposed a method of dynamic behavior
GRANULARITY arbitration and applied it to robot's garbage collection exper-

In this section, we formulate a way of behavior arbitratiof"€nt: o _ _
on the basis of rough-set-based granularity. The central issud? their application, the following correspondence is con-
of behavior-based Al is that an agent can select adapt%gered between immune systems and behavior arbitration:
behavior by perceptual information. It is impossible that the « Perceptual informatior= antigens,
agent knows the true adapted actidh. Thus, the agent < behaviour moduless antibodies,
must approximateX by limited know|edge' The lower and relation among behaviour modules immune networks.
upper approximations of are constructed by using behaviouEach antibody has its concentration parameter and agents can
modules and a relation among behaviour modules. select the antibody that has the highest concentration (see [2]
for details). Isigreet al[2] reported the validity of their method

A. Behaviour Modules ) !
, ) ) , by robot's garbage collection problem:
P,y is the set of all possible pieces of perceptual informa- .
. : . . . « There exist, a robot, a number of garbages and a home
tion. A,y is the set of all possible action® is the current base

subset ofP,;;. A is the current subset od,;;. The behavior . The space is surrounded by walls,

module setzy, is a subset of the cartesian produsl; < Aau.- « The home base is the place where the robot should collect
One behavior module is a pajp,a) = g € Ggy. This is a

air of a precondition and an action garbages.
P P ' « In the home base, the robot can charge energy.
B. Relation Among Behaviour Modules The purpose of the robot is to collect as many of garbages

In behavior-based Al approaches, an agent has to selastpossible to the home base. The robot can carry only one
some actions they should perform through interaction of garbage at a time. Therefore, when the robot is carrying a
number of behaviour modules with a dynamic environmergarbage, other garbages are obstacles for the robot. For each
For the interaction, a binary relation between behaviour modetion, the robot loses energy. In particular, the robot loses
ules is defined. The binary relatidR,;; on G; is written as much energy when it is carrying a garbage.

Ront € Gay X Gy If the robot have no energy, it freezes. For this reason,

By the proposed behavior arbitration method, inclusiothe robot must select one suitable action depending on the
degree of each action; is given. The inclusion degree isenvironment:

denoted bya(a;). o is the mapping fromA to [0, 1]. « If the robot's energy is high, the robot is required to carry
The action that the agent should perform is one of the garhages aggressively.
elements inX C A = {ay,as,...,an}, but is unknown so , |f the robot's energy is low, the robot is required to search

the agent must select one, however, it is, in general, hard SO the home base to charge energy.
he must make some approximationXf For precisions, the
(B-lower and the3-upper approximations are defined using thg

inclusion degree by
V. A RoBOT CONTROL METHOD BASED ON
[RaplX = U{a € Alala)> B}, ROUGH-SET-BASED GRANULARITY
(Rop)X = |JlacAlafa)>1-p}. A. Procedure of Behavior Arbitration

In cases = 0, this is an original rough seX is approximated  The robot has a behaviour module g&f; and a relation
by [R.5]X C X C (Rqp)X. Now the agent can select onebetween behaviour modulds,;. In the method, the current
action from thes-lower approximation. behaviour module set is limited & C P x A. The current

The simulations in [2] showed that the robot can select
dapted actions.
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. . . L. IUpper Approximation of X
set of relations between behaviour modules is also limited to

R C G x . Procedure of the proposed behavior arbitration
method is as follows:

stepl Determine the set of behaviour modulésby the
current perceptual informatiof?.

step2 Write out the setd,, of actions that are transitively
accessible from eacly by relation R. 7

step3 Calculate the inclusion degree of each actiofu) = Lower Approximation of X
o7+ IV is the number ofA,, that satisfies: € A,,.

step4 H:or a giveng, construct thes-lower approximation
by inclusion degree, and select one action from the
B-lower approximation. IUpper Approximation of X

— X

Fig. 3. The lower and upper approximation &f in case (energy = high)

B. Example | x

We consider the following two situations:
Casel:
(garbage = front)and(home base = right)and(energy = hi)
Case2:
(garbage = front)and(home base = right)and(energy = low) \LowerApproximation of X
In Casel, the robot is required to select action, "catch
garbage”. In Case2, the robot is required to select actiofig. 4. The lower and upper approximation &f in case (energy = low)
"search home base” because the robot should charge energy.
We show that the robot using the proposed method can , . .
perform the above two actions required. The inclusion degrees of each action aréu;) = 1/3,
First, we discuss about original rough set case-(0). The @(a2) = 3/3, a(as) = 0/3, anda(as) = 2/3. The lower
robot has behaviour modules (TABLE I) and a relation amorPProximation otX is {a}, and the upper approximation of
behaviour modules (TABLE Il). For simplicity, we rename™ 'S {a1,a2,a4}. X is approximated as follows:
each action as follows: (turn right) &, (catch garbage) = {az} € X C {a1,a2,a4}
as, (search home base) &, (catch garbage) =4. Let X

be the currently unknown true action that the robot wants t§Vith the lower approximation, the robot selects one action
KNOW. "catch garbage”. The lower and upper approximationsXof

in this case are shown in Fig. 3.

In case (energy = low)

At present, we havé® = {(garbage = forward), (home base
= right), (energy = low), G = {rulel, rule2, rule3. G gives

= {firing rule2, firing ruled.

In this case,A,, is obtained as follows:

In case (energy = high)

At present, we havé = {(garbage = forward), (home base
= right), (energy = high), G = {rulel, rule2, ruled0 G gives
R = {firing rulel, firing rule4.

Let A, be the set of actions that are transitively accessibfé
from each behaviour module. In this cask,, is obtained in
the following way: o Aruer0 {ar1}

o Are10{a1,az,a4} » Aneol {a1, a2, a5}

N AruchD {a2} L4 141"ule3[| {a1,a3}

o AraeaD {a2, as} The inclusion degrees of each action aré;) = 3/3,

alaz) = 1/3, alag) = 2/3, and a(as) = 0/3. The lower
approximation ofX is {a;}, and the upper approximation of

TABLE | ; ; ; .
Gunt (BEHAVIOUR MODULES) X is {a1,a2,a3}. X is approximated as follows:
rulel : IF (home base = right) THEN (turn right) {a1} cXCcC {al, az, GS}
rule2 : IF (garbage = forward) THEN (catch garbage)
rule3 : IF (energy = low) THEN (search home base) With the lower approximation, the robot selects one action
ruled : IF (energy = hi) THEN (catch garbage) "turn right”. The lower and upper approximations &fin this
case are shown in Fig. 4.
TABLE II i
Rg1; (RELATION AMONG BEHAVIOUR MODULES) C. Introducing VPRS
firing ruleld rulel - ruled We discuss the original rough set cage=£ 0) illustrated
Iifing fu:e?D fU:GZ - fu:e3 above. It is, however, possible that any lower approximation is
iring rule3d rule3 - rulel : _ : : .
fifing Tuled] ruled —. TuTe2 empty in cased = 0. For exampleA,, is obtained as follows:
o Ay, 0{ar}
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wall

o

Fig. 7. Deadlock problem
Fig. 5. Simulation image

wall

. o Fig. 8. Adjusting of range of view

Fig. €. Dynamic environment deadlock, it reduces its range of view. By reducing the range,

the number of visible walls decreases and the robot can escape
e Ay,0 {a1,a2,a3) from the Qeadlock (Fig. 8). _ _ .
e A,,0{a1} The adjustment of perceptual information depending on the
. A%D {as} situation is possibly effective in some cases and the robot is
o4 expected to be able to behave smoothly.

The inclusion degrees of each action awéa;) = 3/4,
alaz) = 2/4, alas) = 1/4, and a(as) = 0/4. If 8 =0, VII. CONCLUSION
the lower approximation is empty. Let=1/4, then we have | this paper, we formulated a new approache to behavior
the following lower and upper approximations: arbitration in behavior-based Al on the basis of rough-set-
{a1} C X C {a1,as} based granularity by constructing lower approximations. We
carried out some simulations in robot’s garbage collection
VI. SIMULATION experiment by Ishigur@t al[2] and confirmed that the robot
We carried out some simulations using the proposed methgglected adapted behavior.
(Fig 5), by which we confirmed the following four points: To overcome the deadlock problem, we introduced adjust-
« The robot doglegs walls. ment of perceptual information. We plan to discuss about some
« If the robot does not keep a garbage, the robot go to catfiects of this sort of adjustment on the behavior arbitration
a garbage. with the rough-set-based granularity.
« If the robot keeps a garbage, the robot search home base
and go to put it. Acknowledgments. This work is partially supported by the

« If the robot's energy is low, the robot ignores garbagegarant-in-Aid for Exploratory Research (19650046) and the
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