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Abstract. For any finite abelian group $A$, we give the lower bound of $\text{ord}_p(|\text{Hom}(A, S_n)|)$, and determine the region of convergence of the $p$-adic power series $1 + \sum_{n=1}^{\infty} |\text{Hom}(A, S_n)|X^n/n!$.

1 Introduction

Let $A$ be a finite abelian group and $h_n(A)$ the number of homomorphisms from $A$ to the symmetric group $S_n$ on $n$ letters. For convenience, we put $h_0(A) = 1$. We denote by $E_A(X)$ the exponential generating function of the sequence $\{h_n(A)\}$, i.e., $E_A(X) = \sum_{n=0}^{\infty} h_n(A)X^n/n!$. According to [20],

$$E_A(X) = \exp \left( \sum_{d=1}^{\infty} \frac{m_A(d)}{d} X^d \right),$$

where $m_A(d)$ denotes the number of subgroups of index $d$ in $A$.

Let $p$ be a prime. It follows from [17, 21] that $h_n(A)$ is a multiple of $\gcd(|A|, n!)$. This property interests us in $p$-divisibility of $h_n(A)$. Using the generating function above we research into $\text{ord}_p(h_n(A))$. Here $\text{ord}_p(a)$ denotes
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the exponent of \( p \) in the decomposition of \( a \) into prime factors for each non-zero integer \( a \). For the notation and terminology, see [10].

We denote by \( C_{p^n} \) the finite cyclic group of order \( p^n \). Since \( h_n(C_p) \) is a multiple of \( \gcd(p, n!) \), it follows that \( \text{ord}_p(h_n(C_p)) \geq 1 \) for \( n \geq p \); however, this inequality does not indicate the real value of \( \text{ord}_p(h_n(C_p)) \). If a Sylow \( p \)-subgroup of \( A \) is the direct product of two cyclic \( p \)-groups, the properties of \( \text{ord}_p(h_n(A)) \) are available in [9, 18]. To take an example, \( \text{ord}_p(h_n(C_p)) = \lfloor n/p \rfloor - \lfloor n/p^2 \rfloor \) (see also [4, 5, 6, 7]). Here \( [x] \) denotes the largest integer not exceeding \( x \) for each real number \( x \). If \( p = 2 \), this assertion is equivalent to [3, Theorem 10].

In this paper, we generalize the results shown in [9]. Especially, we know the best lower bound of \( \text{ord}_p(h_n(A)) \) (cf. Theorem 1.1) so that we can get the region of convergence of the \( p \)-adic power series \( E_A(X) \) (cf. Corollary 1.1).

Let \( s \) be a nonnegative integer. For nonnegative integers \( 1 \leq 1 \leq 2 \leq \cdots \) such that \( 1 \geq 2 \geq \cdots \) and \( s = 1 + 2 + \cdots \), the sequence \( \lambda = (1, 2, \ldots) \) is called a partition of \( s \). Any partition of \( s \) contains only finitely many nonzero terms. If \( \lambda = (1, 2, \ldots) \) is a partition of \( s \) and if a finite abelian \( p \)-group \( P \) is isomorphic to the direct product of cyclic \( p \)-groups \( C_{p^{\lambda_i}}, i = 1, 2, \ldots \), i.e., \( P \simeq C_{p^{\lambda_1}} \times C_{p^{\lambda_2}} \times \cdots \), then \( \lambda \) is called the type of \( P \).

Let \( \alpha_\lambda(i; p) \) denote the number of subgroups of order \( p^i \) in a finite abelian \( p \)-group of type \( \lambda \). It is well known that \( \alpha_\lambda(i; p) \) is a polynomial in \( p \) with nonnegative integer coefficients, which depends only on \( \lambda \) and \( i \). In order to study \( E_A(X) \), we need the properties of \( \alpha_\lambda(i; p) \) shown in [1, 15]. For instance, we use Butler’s unimodality result [1, Theorem], namely,

For a partition \( \lambda \) of \( s \), if \( i \) is a positive integer less than or equal to \( [s/2] \), then \( \alpha_\lambda(i; p) - \alpha_\lambda(i - 1; p) \) has nonnegative coefficients.

Throughout the paper, \( \lambda = (\lambda_1, \lambda_2, \ldots) \) denotes a partition of \( s \). Let

\[
u = \min \{ s - \lambda_1, \lfloor s/2 \rfloor \}
\]

and \( v = s - u = \min \{ s - \lambda_1, \lfloor s/2 \rfloor \} \). For brevity’s sake, we define

\[
f^k_p(n) := \begin{cases} 
\sum_{j=1}^{k} \left\lfloor \frac{n}{p^j} \right\rfloor & \text{if } k \text{ is a positive integer}, \\
0 & \text{if } k \text{ is a nonpositive integer},
\end{cases}
\]
and

\[
\tau_p^\lambda(n) := \begin{cases} 
  f_2^n(n) + \left\lfloor \frac{n}{2u+2} \right\rfloor - \left\lfloor \frac{n}{2u+3} \right\rfloor & \text{if } p = 2 \text{ and if } 2u = s \geq 2, \\
  f_p^n(n) - (2u - s) \left\lfloor \frac{n}{p^{u+1}} \right\rfloor & \text{otherwise.}
\end{cases}
\]

Our goal in this paper is to establish the following theorem (see Section 8).

**Theorem 1.1** Let \( A \) be a finite abelian group, and suppose that \( A \) possesses a Sylow \( p \)-subgroup of type \( \lambda \).

1. We have \( \text{ord}_p(h_n(A)) \geq \tau_p^\lambda(n) \). Excepting the case where \( p = 2 \) and \( 2u = s \geq 2 \), if \( n \) is a multiple of \( p^{u+1} \), then \( \text{ord}_p(h_n(A)) = \tau_p^\lambda(n) \).

2. Suppose that \( p = 2 \) and that \( 2u = s \geq 2 \). If \( n \) is a multiple of \( 2^{u+3} \), then \( \text{ord}_2(h_n(A)) = \tau_2^\lambda(n) \).

For part (2) of Theorem 1.1, a detailed result is seen in Corollary 8.2. When \( 2u = s \geq 2 \), the difference between the cases where \( p > 2 \) and \( p = 2 \) comes from that between Lemmas 2.4 and 2.6 which are the keys to proving Theorem 1.1 with \( A = C_{p^u} \times C_{p^v} \) (see Theorems 2.1 and 2.2).

The radius of convergence of the \( p \)-adic power series \( E_A(X) \) is \( p^a \) where

\[
a = \lim_{n \to \infty} \inf \frac{\text{ord}_p(h_n(A)) - \text{ord}_p(n!)}{n},
\]

so that we can get the following corollary to Theorem 1.1 (see Section 9).

**Corollary 1.1** Under the hypothesis of Theorem 1.1, the \( p \)-adic power series \( E_A(X) \) converges only in the open disc of radius \( p^a \) where

\[
a = \begin{cases} 
  -\frac{7}{2u+3} & \text{if } p = 2 \text{ and if } 2u = s \geq 2, \\
  -\frac{1}{p^{u(p-1)}} - \frac{2u - s}{p^{u+1}} & \text{otherwise.}
\end{cases}
\]

Many results in this paper are based on the results in [9]. In Section 2 we give an alternative proof of [9, Theorem 3.1] and that of [9, Theorem 4.2] except the second assertion. The second assertion of [9, Theorem 4.2] with \( l \geq 2 \) is wrong; but [9, Theorem 4.1], which states the first two assertions of [9, Theorem 4.2] with \( l = 1 \), is true nevertheless. In Section 7 we correct an error in [9, Theorem 4.2] (see Theorem 7.1).
We state a brief outline of the proof of Theorem 1.1. Sections 3 and 4 are devoted to analyses of $\alpha_3(i; p)$ and $E_P(X)$ for a finite abelian $p$-group $P$. The first statement of (1) with $A = P$ is proved in Section 5. We continue to discuss the properties of $h_n(P)$ in Sections 6 and 7. The theorems on $h_n(P)$ are extended to those on $h_n(A)$, and consequently, Theorem 1.1 is proved at the end of Section 8.

2 The direct product of two cyclic $p$-groups

In this section we assume that $\lambda = (u, v, 0, \ldots)$ and that $P$ is the direct product of two cyclic $p$-groups $C_{p^u}$ and $C_{p^v}$. Here $u \geq v \geq 0$.

Let $H$ be a finite group, and let $H^{(n)}$ be the direct product of $n$ copies of $H$. Let $H \wr S_n$ be the wreath product of $H$ with $S_n$. Hence every element of $H \wr S_n$ is written as $(h_1, h_2, \ldots, h_n)\pi$ for $(h_1, h_2, \ldots, h_n) \in H^{(n)}$ and $\pi \in S_n$, and the product of two elements of $H \wr S_n$ is defined by

$$(h_1, h_2, \ldots, h_n)\pi \cdot (h_1', h_2', \ldots, h_n')\pi' = (h_1h_{n-1}^{(1)}, h_2h_{n-1}^{(2)}, \ldots, h_nh_{n-1}^{(n)})\pi\pi'$$

for all $(h_1, h_2, \ldots, h_n)\pi$, $(h_1', h_2', \ldots, h_n')\pi' \in H \wr S_n$.

Let $d$ be a positive integer, and let $C_d$ be a finite cyclic group of order $d$. We define $h(C_d, H) := \sharp\{x \in H \mid x^d = 1\}$. So $h(C_d, H)$ is just the number of homomorphisms from $C_d$ to $H$.

Put $h_n(C_d; H) = h(C_d, H \wr S_n)$ if $n \geq 1$, and $h_0(C_d; H) = 1$.

The centralizer of a permutation that factorizes $i$ disjoint cycles of length $p^{u+1}$ in $S_n$, where $0 \leq i \leq [n/p^{u+1}]$, is isomorphic to the direct product $(C_{p^{u+1}} \wr S_i) \times S_{n-p^{u+1}i}$ of $C_{p^{u+1}} \wr S_i$ and $S_{n-p^{u+1}i}$, and

$$|\langle C_{p^{u+1}} \wr S_i \rangle \times S_{n-p^{u+1}i}| = p^{(u+1)i!}(n-p^{u+1}i)!$$

(see [8, 4.1.19]). Hence the following lemma, which is [18, (10)], holds.

Lemma 2.1 Let $y_n = [n/p^{u+1}]$ for each nonnegative integer $n$. Then

$$h_n(C_{p^{u+1}} \times C_{p^v}) = \sum_{i=0}^{y_n} \frac{n!h_i(C_{p^u}; C_{p^{u+1}})}{p^{u+1}i!((n-p^{u+1}i)!} \cdot h_{n-p^{u+1}i}(P).$$

We use the fact that $\text{ord}_p(n!) = \sum_{j=1}^{\infty} [n/p^j]$ ([14, p. 242]), and also use [9, Lemma 2.1], namely,
Lemma 2.2 For each integer $i$ with $0 \leq i \leq [n/p^{u+1}]$,

\[
\text{ord}_p \left( \frac{n!}{i!(n-p^{u+1}i)!} \right) = f_p^{u+1}(p^{u+1}i) + \sum_{j=u+2}^{\infty} \left( \left\lfloor \frac{n}{p^j} \right\rfloor - \left\lfloor \frac{p^{u+1}i}{p^j} \right\rfloor - \left\lfloor \frac{n-p^{u+1}i}{p^j} \right\rfloor \right).
\]

Let \( \{d_0, d_1, \ldots\} \) be the set consisting of all divisors of \( d \). Let \( r = d_k \) for some \( k \), and suppose that \( \pi' = (i_1 i_2 \cdots i_r) \) is a cycle of length \( r \) in \( S_n \). Then the number of elements \( (h_1, h_2, \ldots, h_n)\pi' \) in \( H \wr S_n \) such that

\[ ((h_1, h_2, \ldots, h_n)\pi')^d = e \]

and \( h_i = e_H \) for any \( i \) with \( i \neq i_1, i_2, \ldots, i_r \) is \( |H|^{r-1} h(C_{d/r}, H) \). Here \( e \) and \( e_H \) are the identities of \( H \wr S_n \) and \( H \), respectively. Hence, if \( \pi \) is a permutation in \( S_n \) that factorizes disjoint \( j_k \) cycles of length \( d_k \) for \( k = 0, 1, 2, \ldots, \), then the number of elements \( (h_1, h_2, \ldots, h_n)\zeta \) in \( H \wr S_n \) such that

\[ ((h_1, h_2, \ldots, h_n)\zeta)^d = e \]

and \( \zeta \) is conjugate to \( \pi \) in \( S_n \) is

\[
\frac{n!}{\prod_{k \geq 0} d_k^{j_k} j_k!} \prod_{k \geq 0} |H|^{(d_k-1)j_k} h(C_{d/d_k}, H)^{j_k}
\]

(see also [8, 4.2]). This means that

\[
h_n(C_d; H) = \sum_{j_0d_0+j_1d_1+\cdots=n} \frac{n!}{\prod_{k \geq 0} d_k^{j_k} j_k!} \prod_{k \geq 0} |H|^{(d_k-1)j_k} h(C_{d/d_k}, H)^{j_k},
\]

where the summation runs over all sequences \( (j_0, j_1, \ldots) \) of nonnegative integers \( j_0, j_1, \ldots \) with \( j_0d_0 + j_1d_1 + \cdots = n \).

Lemma 2.3 Suppose that \( e \) and \( m \) are integers with \( e \geq m \geq 0 \). Then

\[
h_n(C_p^m; C_p^e) = \sum_{j_0+j_1p+\cdots+j_mp^m=n} c_{j_0,\ldots,j_m} p^{e-m+\sum_{k=0}^{m} r_p(k)j_k},
\]

where \( r_p(k) = (e-m)(p^k-1) - k \) and

\[
c_{j_0,\ldots,j_m} = \frac{n!}{\prod_{k=0}^{m} p^{kj_k} j_k!} \in \mathbb{Z}.
\]
Proof. By (A), we have
\[ h_n(C_{p^m}; C_{p^e}) = \sum_{j_0 + j_1 p + \cdots + j_m p^m = n} \frac{n!}{\prod_{k \geq 0} |p^{k_j} j_k|} \prod_{k=0}^{m} p^{e(p^k - 1)j_k + (m-k)j_k}. \] (B)

The lemma is an immediate consequence of this fact. \(\square\)

The next lemma is stated in [18, Lemma 2.5].

**Lemma 2.4** Suppose that \(e\) and \(m\) are integers with \(e > m \geq 0\). Then
\[ h_n(C_{p^m}; C_{p^e}) \equiv p^{mn} \mod p^{mn+e-m-1+\delta}, \]
where \(\delta = 1\) if either \(p > 2\) or \(m = 0\), and \(\delta = 0\) otherwise.

**Proof.** If \(m = 0\), then the assertion clearly holds. Assume that \(m \geq 1\). For each integer \(k\) with \(1 \leq k \leq m\),
\[ r_p(k) = (e - m)(p^k - 1) - k = (e - m - 1)(p^k - 1) + p^k - (k + 1) \geq e - m - 1 + \delta, \]
and thereby, Lemma 2.3 deduces the assertion. \(\square\)

We give an alternative proof, which is sketched in [18], of [9, Theorem 3.1], namely,

**Theorem 2.1** Let \(y_n = \lfloor n/p^{u+1} \rfloor\) for each nonnegative integer \(n\). Then
\[ \text{ord}_p(h_n(P)) \geq f_p^u(n) - (u - v)y_n, \]
and
\[ h_n(P) \equiv \frac{(-1)^{y_n} n!}{p^{(u-v+1)y_n} y_n! (n - p^{u+1}y_n)!} h_{n-p^{u+1}y_n}(P) \mod p^{f_p^u(n) - (u-v)(y_n - 1) + \delta}, \]
where \(\delta = 1\) if either \(p > 2\) or \(v = 0\), and \(\delta = 0\) otherwise.

**Proof.** We use induction on \(y_n\). Suppose that \(y_n = 0\). Then \(n < p^{u+1}\), and hence \(h_n(C_{p^{u+k}}; C_{p^e}) = h_n(P)\) for any nonnegative integer \(k\). This, combined with [21, Main Theorem] (see also [17]), shows that
\[ \text{ord}_p(h_n(P)) \equiv 0 \mod \text{gcd}(p^{u+k}, n!) \]
for any nonnegative integer $k$. Thus $\text{ord}_p(h_n(P)) \geq \text{ord}_p(n!) = f_p^n(n)$. Moreover, the second assertion clearly holds. We next suppose that $y_n \geq 1$. By the inductive assumption,

$$\text{ord}_p(h_n(C_{p^{u+1}} \times C_{p^v})) \geq f_p^{u+1}(n) - (u + 1 - v) \left\lfloor \frac{n}{p^{u+2}} \right\rfloor.$$  

Furthermore,

$$f_p^{u+1}(n) - (u + 1 - v) \left\lfloor \frac{n}{p^{u+2}} \right\rfloor = f_p^n(n) - (u - v)y_n + (u + 1 - v) \left( y_n - \left\lfloor \frac{y_n}{p} \right\rfloor \right)$$

$$\geq f_p^n(n) - (u - v)y_n + u - v + 1,$$

and thereby,

$$\text{ord}_p(h_n(C_{p^{u+1}} \times C_{p^v})) \geq f_p^n(n) - (u - v)(y_n - 1) + 1.$$  

Hence we can use Lemma 2.1 to get

$$\sum_{i=0}^{y_n} \frac{n!h_i(C_{p^v}; C_{p^{u+1}})}{p(u+1)i!(n - p^{u+1}i)!} h_{n-p^{u+1}i}(P) \equiv 0 \mod p f_p^n(n - (u - v)(y_n - 1) + 1).$$  

(C)

By Lemma 2.2 and the inductive assumption,

$$\text{ord}_p \left( \frac{n!}{p(u+1)i!(n - p^{u+1}i)!} h_{n-p^{u+1}i}(P) \right)$$

$$\geq f_p^n(p^{u+1}i) - ui + f_p^n(n - p^{u+1}i) - (u - v) \left\lfloor \frac{n - p^{u+1}i}{p^{u+1}} \right\rfloor$$

$$= f_p^n(n) - (u - v)y_n - vi$$

for any integer $i$ with $1 \leq i \leq y_n$. The first assertion now follows from Lemma 2.4 and (C). Furthermore, by the inductive assumption,

$$h_n(P) \equiv -\sum_{i=1}^{y_n} \frac{n!h_i(C_{p^v}; C_{p^{u+1}})}{p(u+1)i!(n - p^{u+1}i)!} h_{n-p^{u+1}i}(P)$$

$$\equiv -\sum_{i=1}^{y_n} \frac{n!}{p(u+1)i!(n - p^{u+1}i)!} \left( -1 \right)^{y_n-i} \frac{h_{n-p^{u+1}i}(P)}{p(u+1)(y_n-i)!} \frac{1}{(n - p^{u+1}y_n)!}$$

$$\equiv \left\{ \sum_{i=1}^{y_n} \frac{(-1)^i y_n!}{p(u+1)!(y_n-i)!} \frac{1}{p(u+1)y_n!(n - p^{u+1}y_n)!} \frac{h_{n-p^{u+1}i}(P)}{h_{n-p^{u+1}y_n}(P)} \right\}$$

$$\equiv \left\{ \frac{(-1)^{y_n} y_n!}{p(u+1)y_n!(n - p^{u+1}y_n)!} \right\} h_{n-p^{u+1}y_n}(P) \mod p f_p^n(n - (u - v)(y_n - 1) + 1).$$
completing the proof. □

We turn to the case where $p = 2$ and $u = v \geq 1$. By (B),

$$\sum_{n=0}^{\infty} \frac{h_n(C_2; C_2)}{n!} X^n = \sum_{n=0}^{\infty} \left( \sum_{j_0 + 2j_1 = n} \frac{2^j}{j_0!j_1!} \right) X^n = \exp(2X + X^2) \quad (D)$$

(see also [13, Proposition 3.4]), whence

$$\sum_{n=0}^{\infty} \frac{h_n(C_2; C_2)}{n!} X^n = \exp \left( X + \frac{X^2}{2} \right)^2 = \left( \sum_{n=0}^{\infty} \frac{h_n(C_2)}{n!} X^n \right)^2. \quad (E)$$

The following lemma is due to Tomoyuki Yoshida.

**Lemma 2.5** We have

$$\operatorname{ord}_2(h_n(C_2; C_2)) = \left\lfloor \frac{n+1}{2} \right\rfloor.$$

**Proof.** By (D), we have

$$\sum_{n=1}^{\infty} \frac{h_n(C_2; C_2)}{(n-1)!} X^{n-1} = \sum_{n=0}^{\infty} \frac{h_n(C_2; C_2)}{n!} 2X^n + \sum_{n=0}^{\infty} \frac{h_n(C_2; C_2)}{n!} 2X^{n+1}.$$

Hence, if $n \geq 2$, then

$$h_n(C_2; C_2) = 2h_{n-1}(C_2; C_2) + 2(n-1)h_{n-2}(C_2; C_2) \quad ([2]).$$

We use induction on $n$. If $n \leq 1$, then the assertion clearly holds. Suppose that $n \geq 2$. By the inductive assumption, $\operatorname{ord}_2(h_m(C_2; C_2)) = \left\lceil (m+1)/2 \right\rceil$ for any nonnegative integer $m$ less than $n$. Hence we have

$$\operatorname{ord}_2(h_n(C_2; C_2)) = 1 + \min \left\{ \left\lfloor \frac{n}{2} \right\rfloor, \left\lfloor \frac{n-1}{2} \right\rfloor + \alpha \right\},$$

where

$$\alpha = \begin{cases} 0 & \text{if } n \text{ is even}, \\ \operatorname{ord}_2 \left( \left\lfloor \frac{n}{2} \right\rfloor \right) + 1 & \text{otherwise}. \end{cases}$$

The assertion is an immediate consequence of this fact. □

The next lemma, combined with Lemma 2.4, plainly explains the difference between the cases where $p > 2$ and $p = 2$. 
Lemma 2.6 Let $m$ be a positive integer. Then
\[ h_n(C_{2m}; C_{2m+1}) \equiv 2^{mn} h_n(C_2) \mod 2^{mn+[n/2]-[n/4]+1}. \]
Moreover, if $0 \leq n \leq 3$, then
\[ h_n(C_{2m}; C_{2m+1}) = 2^{mn} h_n(C_2). \]

Proof. We keep the notation of Lemma 2.3, and prove the first assertion. For each integer $k$ with $3 \leq k \leq m$, we have
\[ r_2(k) = 2^k - 1 - k > 2^{k-2}. \]
Moreover, if $j_0 + 2j_1 + \cdots + 2^m j_m = n$, then
\[ \left[ \frac{n}{2} \right] - \left[ \frac{n}{4} \right] = \left[ \frac{j_0 + 2j_1}{2} \right] - \left[ \frac{j_0 + 2j_1}{4} \right] + \sum_{k=2}^{m} 2^{k-2} j_k. \]
Hence Lemma 2.3 yields
\[ h_n(C_{2m}; C_{2m+1}) \]
\[ = \sum_{i=0}^{n} \sum_{2^i j_0 + 2^i j_1 = i, \ 2^{j_0} + 2^{j_1} = i} \frac{i!}{j_0! j_1!} \cdot \frac{n!}{i!(n-i)!} \cdot \prod_{k=2}^{m} \frac{(n-i)!}{2^k j_k!} \cdot 2^{mn+\sum_{k=0}^{m} r_2(k) j_k} \]
\[ = \sum_{i=0}^{n} \frac{n!}{i!(n-i)!} \cdot h_i(C_2) \sum_{2^i j_0 + 2^i j_1 = n-i, \ 2^{j_0} + 2^{j_1} = n-i} \frac{(n-i)!}{\prod_{k=2}^{m} 2^{k j_k} j_k!} \cdot 2^{mn+\sum_{k=2}^{m} r_2(k) j_k} \]
\[ \equiv 2^{mn} h_n(C_2) \mod 2^{mn+[n/2]-[n/4]+1}. \]
Here
\[ h_i(C_2) = \sum_{j_0 + 2j_1 = i} \frac{i!}{j_0! 2^i j_1!} \]
by (A) with $d = 2$ and $H = \{ e_H \}$,
\[ \text{ord}_2(h_i(C_2)) \geq \left[ \frac{i}{2} \right] - \left[ \frac{i}{4} \right] \]
by [12] (see also Theorem 2.1), and
\[ \text{ord}_2 \left( \frac{(n-i)!}{2^{2j_2} j_2!} \right) = \text{ord}_2 \left( \frac{(2^{2j_2} j_2)!}{2^{2j_2} j_2!} \right) = j_2 \geq 1 \]
if $2^2 j_2 = n - i \geq 4$. This proves the lemma. \(\square\)

The next theorem is stated in [9, Theorem 4.2].
Theorem 2.2 Suppose that \( p = 2 \) and \( u = v \geq 1 \). Let \( y_n = \lfloor n/2^{u+1} \rfloor \) for each nonnegative integer \( n \). Then

\[
\text{ord}_2(h_n(P)) \geq \tau_{2^n}^2(n),
\]

and

\[
h_n(P) \equiv \frac{n!}{2^{y_n}y_n!(n - 2^{u+1}y_n)!} h_n(C_2)h_{n-2^{u+1}y_n}(P) \mod 2^{\tau_{2^n}^2(n)+1}.
\]

Proof. Recall that \( \tau_{2^n}^2(n) = f_2^n(n) + \lfloor n/2 \rfloor - \lfloor n/4 \rfloor \). By Theorem 2.1, we may assume that \( y_n \geq 1 \). We use induction on \( y_n \). If \( y_n = 1 \), then the first assertion is a consequence of Theorem 2.1. Assume that \( y_n = k + 2l + 4m \), where \( k, l \in \{0, 1\} \). We have \( y_n - 2\lfloor y_n/2 \rfloor + \lfloor y_n/4 \rfloor = k + m \). Hence, if \( y_n \neq 2 \), then by Theorem 2.1 and Lemma 2.1,

\[
\text{ord}_2(h_n(C_{2^{u+1}} \times C_{2^u})) \geq f_2^{u+1}(n) - \left\lfloor \frac{n}{2^{u+2}} \right\rfloor
\]

\[
= f_2^n(n) + y_n - \left\lfloor \frac{y_n}{2} \right\rfloor
\]

\[
\geq \tau_{2^n}^2(n) + 1
\]

and

\[
\sum_{i=0}^{y_n} \frac{n!h_i(C_{2^u} \times C_{2^{u+1}})}{2^{(u+1)i}i!} \cdot \frac{h_{n-2^{u+1}i}(P)}{(n - 2^{u+1}i)!} \equiv 0 \mod 2^{\tau_{2^n}^2(n)+1} \quad \text{(F)}.
\]

In particular, if \( y_n = 1 \), then it follows from Lemma 2.6 that

\[
h_n(P) \equiv -\frac{n!}{2(n-2^{u+1})!} h_{n-2^{u+1}}(P) \mod 2^{\tau_{2^n}^2(n)+1}.
\]

Suppose that \( y_n = 2 \). Then by the above fact and Lemmas 2.1 and 2.6,

\[
h_n(C_{2^{u+1}} \times C_{2^u})
\]

\[
= h_n(P) + \frac{n!}{2(n-2^{u+1})!} h_{n-2^{u+1}}(P) + \frac{n!}{2^2(n-2^{u+2})!} h_{n-2^{u+2}}(P)
\]

\[
\equiv h_n(P) \mod 2^{\tau_{2^n}^2(n)+1}.
\]

This, combined with Theorem 2.1 and the fact that

\[
h_{n-2^{u+2}}(P) = h_{n-2^{u+2}}(C_{2^{u+1}} \times C_{2^u}),
\]
shows that $\text{ord}_2(h_n(P)) \geq \tau^2_3(n)$ and
\[
 h_n(P) = \frac{n!}{2^2(n-2u+2)!} h_{n-2u+2}(P) \mod 2^{\tau^2_3(n)+1}.
\]

Suppose now that $y_n \geq 3$. By Lemma 2.2 and the inductive assumption,
\[
\text{ord}_2 \left( \frac{n!}{2^{(u+1)i}i!(n-2u+1)i)!} h_{n-2u+1}(P) \right) \\
\geq f_2^u(2^{u+1}i) - u i + \left[ \frac{y_n}{2} \right] - \left[ \frac{i}{2} \right] - \left[ \frac{y_n - i}{2} \right] \\
+ f_2^u(n - 2^{u+1}i) + \left[ \frac{y_n - i}{2} \right] - \left[ \frac{y_n}{4} \right] \\
= f_2^u(n) - u i + \left[ \frac{y_n}{2} \right] - \left[ \frac{i}{2} \right] - \left[ \frac{y_n - i}{4} \right]
\]
for any integer $i$ with $1 \leq i \leq y_n$. Hence the first assertion follows from Theorem 2.1, Lemma 2.6, and (F). Moreover, it follows from the inductive assumption that
\[
h_n(P) \equiv -\sum_{i=1}^{y_n} \frac{n!h_i(C_{2u}; C_{2u+1})}{2^{(u+1)i}i!(n-2u+1)i)!} \cdot h_{n-2u+1}(P) \\
\equiv -\sum_{i=1}^{y_n} \frac{n!h_i(C_2)}{2^i!} \cdot \frac{h_{y_n-i}(C_2)}{2^{y_n-i}(y_n-i)!} \cdot \frac{h_{n-2u+1y_n}(P)}{(n-2u+1y_n)!} \\
\equiv \left\{ -\sum_{i=1}^{y_n} \frac{y_n!h_i(C_2)}{i!} \cdot \frac{h_{y_n-i}(C_2)}{(y_n-i)!} \right\} \frac{n!}{2^{y_n-y_n!(n-2u+1y_n)!}} h_{n-2u+1y_n}(P) \\
\mod 2^{\tau^2_3(n)+1}.
\]
Thus the second assertion follows from (E) and Lemma 2.5. This completes the proof. □

3 The number of subgroups of a finite abelian $p$-group

Recall that $\lambda = (\lambda_1, \lambda_2, \ldots)$. We must study the properties of $\alpha_\lambda(i; p)$. Let $a_{i,j}$, $i, j \in \mathbb{Z}$, denote nonnegative integers such that $\alpha_\lambda(i; p) = \sum_j a_{i,j}p^j$, which depend only on $\lambda$ and $i$. When $i$ or $j$ is a negative integer, we consider $a_{i,j} = 0$. By the duality of finite abelian $p$-groups,
\[
\alpha_\lambda(i; p) = \alpha_\lambda(s - i; p),
\]
whence $a_{i,j} = a_{s-i,j}$. It is clear that $\alpha_\lambda(0;p) = \alpha_\lambda(s;p) = 1$. Furthermore, if $\lambda_r \geq 1$ and if $\lambda_{r+1} = 0$, then $\alpha_\lambda(1;p) = \alpha_\lambda(s - 1;p) = 1 + p + \cdots + p^{r-1}$.

**Definition 3.1** We define the partition $\hat{\lambda}$ of $s - \lambda_1$ by $\hat{\lambda} = (\lambda_2, \lambda_3, \ldots)$, and define $\hat{a}_{i,j}$, $i, j \in \mathbb{Z}$, to be nonnegative integers such that $\alpha_{\hat{\lambda}}(i;p) = \sum_j \hat{a}_{i,j} p^j$, which depend only on $\hat{\lambda}$ and $i$.

The following lemma is useful for an investigation into the coefficients $a_{i,j}$.

**Lemma 3.1** We have

$$a_{i,j} - a_{i-1,j} = \hat{a}_{i,j-i} - \hat{a}_{s-i+1,j-s+i-1}.$$ 

**Proof.** We may assume that $s \geq 1$. Suppose that $k$ is the largest number such that $\lambda_k = \lambda_1$, and define the partition $\tilde{\lambda}$ of $s - 1$ by

$$\tilde{\lambda} = (\lambda_1, \ldots, \lambda_{k-1}, \lambda_k - 1, \lambda_{k+1}, \ldots).$$

Then it follows from [15, Theorem 1, Corollary] that

$$\alpha_{\lambda}(i;p) = \alpha_{\tilde{\lambda}}(i;\lambda_1) + p^i \alpha_{\tilde{\lambda}}(i - \lambda_1;p) = \alpha_{\tilde{\lambda}}(i;p) + p^i \alpha_{\tilde{\lambda}}(s - i;p)$$

and

$$\alpha_{\lambda}(i;p) = \alpha_{\lambda}(i - 1;p) + p^i \alpha_{\lambda}(i;p).$$

Here the former yields

$$\alpha_{\tilde{\lambda}}(i - 1;p) = \alpha_\lambda(i - 1;p) - p^i \alpha_{\tilde{\lambda}}(s - i + 1;p),$$

and the latter yields

$$\alpha_{\tilde{\lambda}}(i - 1;p) = \alpha_{\lambda}(i;p) - p^i \alpha_{\lambda}(i;p).$$

By these equations, we have

$$\alpha_{\lambda}(i;p) - \alpha_{\lambda}(i - 1;p) = p^i \alpha_{\lambda}(i;p) - p^i \alpha_{\tilde{\lambda}}(s - i + 1;p),$$

which is shown in [16]. Now the assertion is an immediate consequence of this equation. This proves the lemma. $\square$

Using Lemma 3.1 we get several properties of the coefficients $a_{i,j}$, $i, j \in \mathbb{Z}$. 
Proposition 3.1 Put $t = s - \lambda_1$. The following statements hold.

1. If $i + j \leq s$, then $a_{i,j} \geq a_{i-1,j}$.
2. If $i + j \leq s$ and if $i > j$, then $a_{i,j} = a_{i-1,j}$.
3. If $i + j \leq s$ and if $j \leq t$, then $a_{i,j} - a_{i-1,j-1} \geq a_{i-1,j} - a_{i-2,j-1}$.
4. If $0 \leq j \leq \min\{t, [s/2]\}$, then $a_{j,j} = a_{j-1,j} + 1$.
5. If $0 < j < \min\{t, [(s+1)/2]\}$ and if $\lambda_3 \geq 1$, then $a_{j,j+1} = a_{j-1,j+1} + 1$.
6. Assume that $t < [(s+1)/2]$. If $t < i < s - t + 1$, then $a_{i,j} = a_{i-1,j}$ for any integer $j$.
7. Assume that $t < [(s+1)/2]$. If $j > t$, then $a_{i,j} = a_{i-1,j}$.

Proof. The assertion (1) follows from Lemma 3.1. For, if $i + j \leq s$, then $\hat{a}_{s-i+1,j} = 0$ because $j - s + i \leq 0$, and hence $a_{i,j} - a_{i-1,j} = \hat{a}_{i,j-i}$ by Lemma 3.1. In the proof of (2)-(7), we use this fact without notice.

2. If $i + j \leq s$ and if $i > j$, then $a_{i,j} - a_{i-1,j} = \hat{a}_{i,j-i} = 0$.

3. Assume that $i + j \leq s$ and that $j \leq t$. Then

$$
(a_{i,j} - a_{i-1,j-1}) - (a_{i-1,j} - a_{i-2,j-1}) = (a_{i,j} - a_{i-1,j}) - (a_{i-1,j-1} - a_{i-2,j-1})
= \hat{a}_{i,j-i} - \hat{a}_{i-1,j-i}.
$$

Since $i + (j-i) \leq t$, it follows from (1) that $\hat{a}_{i,j-i} \geq \hat{a}_{i-1,j-i}$. Hence we have $a_{i,j} - a_{i-1,j-1} \geq a_{i-1,j} - a_{i-2,j-1}$.

4. Applying (2) to $\alpha_\lambda(i;p)$, $i \in \mathbb{Z}$, we get $\hat{a}_{j,0} = 1$ for any $j$ with $0 \leq j \leq t$. Hence, if $0 \leq j \leq \min\{t, [s/2]\}$, then $a_{j,j} = a_{j-1,j} + \hat{a}_{j,0} = a_{j-1,j} + 1$.

5. Assume that $\lambda_3 \geq 1$. If $0 < j < t$, then $\hat{a}_{j,1} = 1$ by (2) and (4) [11]. Hence, if $0 < j < \min\{t, [(s+1)/2]\}$, then $a_{j,j+1} = a_{j-1,j+1} + \hat{a}_{j,1} = a_{j-1,j+1} + 1$.

6. We may assume that $i \leq [(s+1)/2]$. Let $j$ be any integer. If $t < i$, then $\hat{a}_{i,j-i} = \hat{a}_{s-i+1,j-s+i-1} = 0$ because $t < i \leq s - i + 1$, and hence $a_{i,j} = a_{i-1,j}$ by Lemma 3.1.

7. Let $j$ be any integer. Since $t < s - t + 1$, it follows that $\hat{a}_{s-t+1,j-s+t-1} = 0$. Hence $a_{t,j} = a_{t-1,j} + \hat{a}_{t,j-t}$ by Lemma 3.1. Moreover, if $j > t$, then $\hat{a}_{t,j-t} = 0$, and thereby, $a_{t,j} = a_{t-1,j}$. $\Box$
Remark 3.1 The assertion (1) of Proposition 3.1 is a part of [1, Theorem] (see Section 1). According to [16], Lemma 3.1 enables us to get [1, Theorem]. Also, (2), (4), and (6) of Proposition 3.1 yield [1, Note]:

\[
\alpha_\lambda(i; p) = \alpha_\lambda(i - 1; p) \quad \text{if} \quad t < i \leq \lfloor (s + 1)/2 \rfloor,
\]

\[
\alpha_\lambda(i; p) \equiv \alpha_\lambda(i - 1; p) + p^t \mod p^{i+1} \quad \text{if} \quad 0 \leq i \leq \min\{t, \lfloor s/2 \rfloor\}.
\]

We apply Proposition 3.1 to the following explicit result (see also [19, Proposition 5.3]), which is used in [9].

**Proposition 3.2** Suppose that \(\lambda = (u, v, 0, \ldots)\). Then

\[
\alpha_\lambda(i; p) = \begin{cases} 
1 + p + \cdots + p^t & \text{if} \quad 0 \leq i < v, \\
1 + p + \cdots + p^v & \text{if} \quad v \leq i \leq u, \\
1 + p + \cdots + p^{s+i} & \text{if} \quad u < i \leq s.
\end{cases}
\]

**Proof.** We determine \(a_{i,j}, i, j \in \mathbb{Z}\). Since \(\hat{\lambda}\) is the type of \(C_p\), it follows that \(\hat{\alpha}_{s+i,j-s+i-1} = 0\) for any \(j\) greater than \(v\). If \(i \leq j \leq s\), and thereby, \(\hat{\alpha}_{s+i,j-s+i-1} = 0\). Hence, if \(i < j\), then Lemma 3.1 yields \(a_{i,j} - a_{i-1,j} = \hat{\alpha}_{i,j-i} = 0\). Thus, if \(i < j\), then \(a_{i,j} = a_{i-1,j} = \cdots = a_{0,j} = 0\). Now we may assume that \(j \leq i\). If \(v < j \leq i \leq u\), then \(a_{v,j} = 0\), and hence \(a_{i,j} = \cdots = a_{v,j} = 0\) by (6) of Proposition 3.1. If \(0 \leq j \leq v\) and if \(j \leq i \leq u\), then \(a_{i,j} = \cdots = a_{j,j} = a_{j-1,j} + 1 = 1\) by (2) and (4) of Proposition 3.1. We have thus determined \(a_{i,j}\) in the case where either \(i < j\) or \(0 \leq j \leq i \leq u\). Now the proposition follows from the duality of finite abelian \(p\)-groups. This completes the proof. \(\square\)

4 A decomposition of the exponential formula

In this section we give a decomposition of \(E_P(X)\) for any finite abelian \(p\)-group \(P\). Recall that \(v = \min\{s - \lambda_1, [s/2]\}\). We start with two definitions:

**Definition 4.1** For each integer \(m\) with \(0 \leq m \leq s + 1\), put

\[
\varphi^m_\lambda(X) = \begin{cases} 
\sum_{j=m}^{s} \sum_{k=j}^{s} (a_{s-k,j} - a_{s-k-j+m-1,m-1}) \frac{X^{p^k}}{p^{k-j}} + \varphi^{v+1}_\lambda(X) & \text{if} \quad 0 \leq m \leq v, \\
\sum_{j=m}^{s} \sum_{k=j}^{s} a_{s-k,j} \frac{X^{p^k}}{p^{k-j}} & \text{if} \quad v < m \leq s, \\
0 & \text{if} \quad m = s + 1.
\end{cases}
\]

We define \(\Phi_\lambda(X) := \exp(\varphi^0_\lambda(X))\).
Definition 4.2 For each pair \((l, m) \in \mathbb{Z} \times \mathbb{Z}\) of nonnegative integers \(l\) and \(m\) with \(m \leq s\), put \(b_{l,m} = a_{l,m} - a_{l-1,m-1}\), and define

\[ c_{l,m} := \begin{cases} 
  b_{l,m} - b_{l-1,m} & \text{if } 0 \leq l \leq s - m \text{ and } 0 \leq m \leq v, \\
  a_{l,m} - a_{l-1,m} & \text{if } 0 \leq l \leq s - m \text{ and } v < m \leq s, \\
  a_{m,l} & \text{if } l > s - m.
\end{cases} \]

There are only finitely many pairs \((l, m)\) such that \(c_{l,m} \neq 0\). The properties of \(c_{l,m}\) play an important role in the proof of Theorem 1.1.

Proposition 4.1 The integer \(c_{l,m}\) is nonnegative for any nonnegative integers \(l\) and \(m\) with \(m \leq s\). In particular, \(c_{0,0} = 1\), and \(c_{0,m} = 0\) if \(m \geq 1\).

Proof. Let \(l\) and \(m\) be nonnegative integers with \(m \leq s\). If \(l > s - m\), then \(c_{l,m} = c_{m,l} \geq 0\). If \(l \leq s - m\), then the first assertion follows from (1) and (3) of Proposition 3.1. The last assertion is clear. This completes the proof. \(\Box\)

Now we are ready to show the following.

Theorem 4.1 Let \(P\) be a finite abelian \(p\)-group of type \(\lambda\). Then \(E_P(X)\) and \(\Phi_\lambda(X)\) are decomposed as

\[
E_P(X) = \Phi_\lambda(X) \prod_{m=0}^{s} \prod_{l=s-m+1}^{\infty} \exp(p^{l+m-s}X^{p^{s-m}})^{c_{l,m}},
\]

\[
\Phi_\lambda(X) = \prod_{m=0}^{s} \prod_{l=0}^{s-m} E_{C_{p^{l-m}}} (X^{p^m})^{c_{l,m}} \prod_{m=s-1}^{1} \prod_{l=0}^{s-m} E_{C_{p^{l-m}}} (X^{p^m})^{c_{l,m}}.
\]

Proof. The number of subgroups of index \(p^k\) in \(P\) is \(\alpha_\lambda(s-k;p)\), whence \(E_P(X) = \exp(\sum_{k=0}^{s} \alpha_\lambda(s-k;p)X^{p^k}/p^k)\). Furthermore, we have

\[
\sum_{k=0}^{s} \alpha_\lambda(s-k;p)X^{p^k}/p^k = \sum_{k=0}^{s} \sum_{j=0}^{k} a_{s-k,j}X^{p^k}/p^{k-j} + \sum_{k=0}^{s} \sum_{j=k+1}^{\infty} a_{s-k,j}p^{j-k}X^{p^k}
\]

\[
= \varphi_\lambda^0(X) + \sum_{m=0}^{s} \sum_{l=s-m+1}^{\infty} a_{m,l}p^{l+m-s}X^{p^{s-m}}.
\]
Then the first decomposition of \( E_P(X) \) clearly holds, and hence it remains to show the decomposition of \( \Phi_\lambda(X) \). By Definitions 4.1 and 4.2, we obtain

\[
\varphi^m_\lambda(X) - \varphi^{m+1}_\lambda(X) = \begin{cases} 
\sum_{j=m}^{v} \sum_{k=j}^{s-j+m} b_{s-k-j+m,m} \frac{X^{p^k}}{p^{k-j}} & \text{if } 0 \leq m \leq v, \\
\sum_{k=m}^{a_{s-k,m}} \frac{X^{p^k}}{p^{k-m}} & \text{if } v < m \leq s.
\end{cases}
\]

If \( m < l \leq s - m \), then \( \alpha_{l,m} = \alpha_{l-1,m} \) and \( \alpha_{l-1,m-1} = \alpha_{l-2,m-1} \) by (2) of Proposition 3.1, which forces \( b_{l,m} = b_{l-1,m} \). Hence, for any integer \( m \) with \( 0 \leq m \leq v \),

\[
\varphi^m_\lambda(X) - \varphi^{m+1}_\lambda(X) = \sum_{j=m}^{v} \sum_{k=j}^{s-j+m} b_{s-k-j+m,m} \frac{X^{p^k}}{p^{k-j}}.
\]

Moreover, for any integer \( m \) with \( v < m \leq s \),

\[
\varphi^m_\lambda(X) - \varphi^{m+1}_\lambda(X) = \sum_{k=m}^{s} a_{s-k,m} \frac{X^{p^k}}{p^{k-m}}.
\]

Now, since \( \varphi^0_\lambda(X) = \sum_{m=0}^{s} (\varphi^{m}_\lambda(X) - \varphi^{m+1}_\lambda(X)) \), we obtain

\[
\varphi^0_\lambda(X) = \sum_{m=0}^{v} \sum_{l=0}^{m} \sum_{j=0}^{v-m-s-l-m-j} p^j \frac{X^{p^{m+i}}}{p^i} + \sum_{m=v+1}^{s} \sum_{l=0}^{s-m} \sum_{i=0}^{s-l-m} p^i \frac{X^{p^{m+i}}}{p^i}.
\]
Here Proposition 3.2 implies that, if $0 \leq m \leq v$ and if $0 \leq l \leq m$, then

$$EC_{p^{l-1} \times C_{p^{m-l}}}(X^{p^m}) = \exp \left( \sum_{j=0}^{v-m} s-l-m-j \sum_{i=j}^{p^{m+i}} \frac{X^{p^m+i}}{p^i} \right).$$

Furthermore, if $0 \leq l \leq s - m$, then

$$EC_{p^{s-l-m}}(X^{p^m}) = \exp \left( \sum_{i=0}^{s-l-m} \frac{X^{p^m+i}}{p^i} \right).$$

Hence the decomposition of $\Phi_\lambda(X)$ holds. We have thus proved the theorem.

\[ \Box \]

**Example 4.1** Suppose that $\lambda = (1, 1, 1, 1, 1, 1, 1, 1, \ldots)$. Then $u = v = 3$, and the table of nonzero $a_{i,j}$, $i, j \in \mathbb{Z}$, is the following.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$a_{i,0}$</th>
<th>$a_{i,1}$</th>
<th>$a_{i,2}$</th>
<th>$a_{i,3}$</th>
<th>$a_{i,4}$</th>
<th>$a_{i,5}$</th>
<th>$a_{i,6}$</th>
<th>$a_{i,7}$</th>
<th>$a_{i,8}$</th>
<th>$a_{i,9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

For each $(l, m) \in \mathbb{Z} \times \mathbb{Z}$ with $0 \leq m \leq 6$ and $0 \leq l \leq 6 - m$,

$$c_{l,m} = \begin{cases} 
1 & \text{if } (l, m) = (0, 0), (1, m) \text{ where } 2 \leq m \leq 5, \\
2 & \text{if } (l, m) = (2, 4), \\
0 & \text{otherwise}.
\end{cases}$$

Consequently, we have

$$\Phi_\lambda(X) = EC_{p^3 \times C_{p^3}}(X)EC_{p^2 \times C_{p^2}}(X^{p^3})EC_{p^2}(X^{p^2})EC_{p}(X^{p^3}) \exp(X^{p^4})^2 \exp(X^{p^5}).$$

In order to prove Theorem 1.1, we need further information about $c_{l,m}$. Recall that $u = \max\{\lambda_1, [(s+1)/2]\} = s - v$.

**Lemma 4.1** Suppose that $0 \leq m \leq v$. Unless $\lambda_3 \geq 1$ and $(l, m) = (1, 2)$, $c_{l,m} = 0$ for any positive integer $l$ with $m - 1 \leq l \leq s - m$. If $\lambda_3 \geq 1$ and if $m = 2$, then $c_{1,2} = 1$. 
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Proof. If \( \lambda_3 \geq 1 \) and if \( m = 2 \), then \( c_{1,2} = b_{1,2} - b_{0,2} = a_{1,2} = 1 \). Thus the second assertion holds. We prove the first one.

If \( m < l \leq s - m \), then \( a_{l,m} = a_{l-1,m} \) and \( a_{l-1,m-1} = a_{l-2,m-1} \) by (2) of Proposition 3.1, which yields \( c_{l,m} = 0 \). Also, if \( m \geq 1 \), then by (4) of Proposition 3.1, \( a_{m,m} = a_{m-1,m-1} = a_{m-2,m-1} - a_{m-3,m-1} = 1 \), and hence \( c_{m,m} = 0 \). Moreover, if \( \lambda_3 = 0 \) and if \( m = 2 \), then \( c_{m,m} = 0 \) by Proposition 3.2. Now we assume that \( \lambda_3 \geq 1 \) and \( m \geq 3 \). Then, since \( m - 1 < v = \min\{s - \lambda_1, [s/2]\}\), (5) of Proposition 3.1 implies that \( a_{m-1,m} - a_{m-2,m} = a_{m-2,m-1} - a_{m-3,m-1} = 1 \). Hence we have \( c_{m-1,m} = 0 \), as desired. Thus the first assertion holds.

**Lemma 4.2** Suppose that \( v < m \leq u \). If \( u = \lambda_1 \), then \( c_{l,m} = 0 \) for any integer \( l \) with \( v \leq l \leq s - m \). If \( u > \lambda_1 \), then \( u = v + 1 \) and \( c_{v,v+1} = 1 \).

**Proof.** Since \( v < u \), it follows that \( v < [(s + 1)/2] \). Hence, if \( u = \lambda_1 \), then \( s - \lambda_1 = v < [(s + 1)/2] \) and \( s - \lambda_1 \leq s - m < \lambda_1 \), and thereby, it follows from (6) and (7) of Proposition 3.1 that \( a_{v-1,m} = a_{v,m} = \cdots = a_{s-m,m} \). Thus, if \( u = \lambda_1 \), then \( c_{l,m} = 0 \) for any integer \( l \) with \( v \leq l \leq s - m \). Assume that \( u > \lambda_1 \). Then \( \lambda_3 \geq 1 \) and \( u = [(s + 1)/2] \). Furthermore, \( 0 < v < \min\{s - \lambda_1, [(s + 1)/2]\} \) and \( u = v + 1 \), because \( v = s - u < s - \lambda_1 \) and \( [s/2] = v < u = [(s + 1)/2] \). Hence, by (5) of Proposition 3.1, \( c_{v,v+1} = a_{v,v+1} - a_{v-1,v+1} = 1 \). This completes the proof. \( \Box \)

**Example 4.2** Suppose that \( \lambda = (5,1,1,1,0,\ldots) \). Then \( u = 5 = \lambda_1 \) and \( v = 3 \), and the table of nonzero \( a_{i,j}, i, j \in \mathbb{Z} \), is the following.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( a_{i,0} )</th>
<th>( a_{i,1} )</th>
<th>( a_{i,2} )</th>
<th>( a_{i,3} )</th>
<th>( a_{i,4} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

For each \( (l, m) \in \mathbb{Z} \times \mathbb{Z} \) with \( 0 \leq m \leq 8 \) and \( 0 \leq l \leq 8 - m \),

\[
c_{l,m} = \begin{cases} 
1 & \text{if } (l, m) = (0, 0), (1, 2), (1, 3), (2, 4), \\
0 & \text{otherwise.}
\end{cases}
\]
Hence we have
\[
\Phi_\lambda(X) = E_{C_p^5 \times C_p^3}(X) E_{C_p^4 \times C_p}(X^{p^2}) E_{C_p^4}(X^{p^3}) E_{C_p^3}(X^{p^4}).
\]

Example 4.3 Suppose that \( \lambda = (2, 2, 1, 0, \ldots) \). Then \( u = 3 > \lambda_1 = 2 \) and \( v = 2 \), and the table of nonzero \( a_{i,j} \), \( i, j \in \mathbb{Z} \), is the following.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( a_{i,0} )</th>
<th>( a_{i,1} )</th>
<th>( a_{i,2} )</th>
<th>( a_{i,3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

For each \( (l, m) \in \mathbb{Z} \times \mathbb{Z} \) with \( 0 \leq m \leq 5 \) and \( 0 \leq l \leq 5 - m \),
\[
c_{l,m} = \begin{cases} 
1 & \text{if } (l, m) = (0, 0), (1, 2), (2, 3), \\
0 & \text{otherwise}.
\end{cases}
\]

Now we get
\[
\Phi_\lambda(X) = E_{C_p^3 \times C_p^2}(X) E_{C_p^2}(X^{p^3}) \exp(X^{p^4}).
\]

## 5 The lower bound

In this section, we denote by \( P \) a finite abelian \( p \)-group of type \( \lambda \), and show that \( \text{ord}_p(h_n(P)) \geq \tau^n_\lambda(n) \) (cf. Theorem 5.2). First of all, we state a consequence of Theorems 2.1 and 2.2:

**Theorem 5.1** If \( \lambda_3 = 0 \), then \( \text{ord}_p(h_n(P)) \geq \tau^n_\lambda(n) \).

In order to generalize this theorem, we set
\[
\Omega_k = \{(l, m) \in \mathbb{Z} \times \mathbb{Z} \mid 0 \leq l \leq s - m, \; 0 \leq m \leq \min\{k, s\}, \; c_{l,m} \neq 0\}
\]
for each nonnegative integer \( k \), and set
\[
\Omega = \{(l, m) \in \mathbb{Z} \times \mathbb{Z} \mid l \geq 0, \; 0 \leq m \leq s, \; c_{l,m} \neq 0\}.
\]

Note that, if \( \lambda_3 = 0 \), then \( \Omega = \{(0, 0)\} \) by Proposition 3.2. It follows from Lemma 4.1 that \( l \leq m \) for each \( (l, m) \in \Omega \). Hence Theorem 4.1 implies that
\[
E_P(X) = \Phi_\lambda(X) \prod_{(l,m) \in \Omega - \Omega_v} \exp(p^{l+m-s}X^{p^{s-m}})^{c_{l,m}} \tag{G}
\]
and

\[ \Phi_\lambda(X) = \prod_{(l,m)\in \Omega_\nu} E_{C_{p^u-l} \times C_{p^v-m}}(X^{p^m})^{c_{l,m}} \prod_{(l,m)\in \Omega_s-\Omega_v} E_{C_{p^u-l} \times C_{p^v-m}}(X^{p^m})^{c_{l,m}}. \] (H)

Let \( I \) denote the set consisting of all elements \( (l, m, i) \) of \( \mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} \) such that \( (l, m) \in \Omega \) and \( 1 \leq i \leq c_{l,m} \). Let \( \Gamma_n \) be the set of mappings \( \sigma \) from \( I \) to the set of nonnegative integers such that

\[ \sum_{(l,m)\in \Omega_\nu} c_{l,m} p^n \sigma(l, m, i) + \sum_{(l,m)\in \Omega_s-\Omega_\nu} c_{l,m} p^{s-m} \sigma(l, m, i) = n. \]

**Definition 5.1** For each element \( \sigma \) of \( \Gamma_n \), put

\[ h_\sigma^n(P) = n! \prod_{(l,m)\in \Omega} c_{l,m} \frac{g_{l,m}(\sigma(l,m,i))}{\sigma(l,m,i)!}, \]

where

\[ g_{l,m}(n) = \begin{cases} 
\nu_n(C_{p^u-l} \times C_{p^v-m}) & \text{if } (l, m) \in \Omega_\nu, \\
\nu_n(C_{p^u-l} \times C_{p^v-m}) & \text{if } (l, m) \in \Omega_s-\Omega_\nu, \\
p(l+m-s)n & \text{if } (l, m) \in \Omega-\Omega_s.
\end{cases} \]

Now (G) and (H) yield the following.

**Proposition 5.1** We have \( h_n(P) = \sum_{\sigma\in \Gamma_n} h_\sigma^n(P) \).

We wish to show that \( \text{ord}_p(h_\sigma^n(P)) \geq \tau_\lambda^n(n) \) for all \( \sigma \in \Gamma_n \).

**Definition 5.2** For each nonnegative integer \( m \), put

\[ \tau_\lambda^{p,m}(n) = \begin{cases} 
f_2^{u-m+2}(n) - \left\lfloor \frac{2^m n}{2u+1} \right\rfloor - \left\lfloor \frac{2^m n}{2u+3} \right\rfloor & \text{if } p = 2 \quad \text{and if } 2u = s \geq 2, \\
f_p^{u-m}(n) - (2u-s) \left\lfloor \frac{p^n n}{p^{u+1}} \right\rfloor & \text{otherwise.}
\end{cases} \]

Especially, \( \tau_\lambda^n(n) = \tau_\lambda^{p,0}(n) \). Note that \( 2u - s = u - v \) and that \( 2u = s \geq 2 \) if and only if \( u = v \geq 1 \).

**Definition 5.3** For each \( \sigma \in \Gamma_n \) and for nonnegative integers \( j \) and \( k \), put

\[ \rho_\sigma^n(j) = \sum_{(l,m)\in \Omega_k} \sum_{i=1}^{c_{l,m}} \{\text{ord}_p(g_{l,m}(\sigma(l,m,i))) - \tau_\lambda^{p,m}(\sigma(l,m,i))\}, \]

\[ \gamma_{j,k}^n(n) = \left\lfloor \frac{n}{p^j} \right\rfloor - \sum_{(l,m)\in \Omega_k} \sum_{i=1}^{c_{l,m}} \left\lfloor \frac{p^m \sigma(l,m,i)}{p^j} \right\rfloor. \]
It is evident that $\gamma_{j,k}^\sigma(n) \geq 0$ for any nonnegative integers $j$ and $k$.

**Lemma 5.1** Let $\sigma \in \Gamma_n$. Excepting the case where $p = 2$ and $u = v \geq 1$, 

$$\text{ord}_p(h_n^\sigma(P)) \geq \tau^\sigma_p(n) + (u - v + 1)\gamma_{u+1,u}^\sigma(n) + \rho_u^\sigma(n).$$

Furthermore, if $p = 2$ and if $u = v \geq 1$, then 

$$\text{ord}_2(h_n^\sigma(P)) \geq \tau^\sigma_2(n) + \gamma_{u+1,u+1}^\sigma(n) + \rho_u^\sigma(n),$$

and 

$$\text{ord}_2(h_n^\sigma(P)) \geq \tau^\sigma_2(n) + 2\gamma_{u+3,u+1}^\sigma(n) + \rho_u^\sigma(n).$$

**Proof.** Put $n_{l,m}^i = \sigma(l,m,i)$ for each element $(l,m,i)$ of $I$. Since $\text{ord}_p(n!) = \sum_{j=1}^{\infty} [n/p^j]$, it follows that $\text{ord}_p(n!) \leq n$. Hence

$$\text{ord}_p(h_n^\sigma(P)) \geq \sum_{j=1}^{\infty} \left\{ \left\lfloor \frac{n}{p^j} \right\rfloor - \sum_{(l,m) \in \Omega_x} \sum_{i=1}^{c_{l,m}} \left\lfloor \frac{n_{l,m}^i}{p^j} \right\rfloor \right\}$$

$$+ \sum_{(l,m) \in \Omega_x} \sum_{i=1}^{c_{l,m}} \text{ord}_p(g_{l,m}(n_{l,m}^i)),$$

which yields

$$\text{ord}_p(h_n^\sigma(P)) - f_p^{u+1}(n) \geq \sum_{(l,m) \in \Omega_u} \sum_{i=1}^{c_{l,m}} \left\{ \text{ord}_p(g_{l,m}(n_{l,m}^i)) - \sum_{j=1}^{u-m+1} \left\lfloor \frac{n_{l,m}^i}{p^j} \right\rfloor \right\} + \sum_{j=u+2}^{\infty} \gamma_{j,s}^\sigma(n)$$

$$\geq \sum_{(l,m) \in \Omega_u} \sum_{i=1}^{c_{l,m}} \{ \tau_{l,m}^p(n_{l,m}^i) - f_p^{u-m+1}(n_{l,m}^i) \} + \rho_u^\sigma(n).$$

Now, excepting the case where $p = 2$ and $u = v \geq 1$, we obtain

$$\text{ord}_p(h_n^\sigma(P)) \geq \tau^\sigma_p(n) + (u - v + 1)\gamma_{u+1,u}^\sigma(n) + \rho_u^\sigma(n).$$

Assume that $p = 2$ and that $u = v \geq 1$. Then we have

$$\text{ord}_2(h_n^\sigma(P)) - f_2^{u+2}(n) \geq \sum_{(l,m) \in \Omega_{u+1}} \sum_{i=1}^{c_{l,m}} \left\{ \text{ord}_2(g_{l,m}(n_{l,m}^i)) - \sum_{j=1}^{u-m+2} \left\lfloor \frac{n_{l,m}^i}{2^j} \right\rfloor \right\} + \sum_{j=u+3}^{\infty} \gamma_{j,s}^\sigma(n)$$

$$\geq - \sum_{(l,m) \in \Omega_{u+1}} \sum_{i=1}^{c_{l,m}} \left\{ \left\lfloor \frac{2^m n_{l,m}^i}{2u+1} \right\rfloor + \left\lfloor \frac{2^m n_{l,m}^i}{2u+3} \right\rfloor \right\} + \gamma_{u+3,s}^\sigma(n) + \rho_{u+1}^\sigma(n).$$
Thus
\[ \text{ord}_2(h_n^\sigma(P)) \geq \tau^\sigma_\lambda(n) + \gamma^\sigma_{u+1,u+1}(n) + \gamma^\sigma_{u+3,u+1}(n) + \gamma^\sigma_{u+3,u+3}(n) + \rho^\sigma_{u+1}(n). \]

Moreover, since \( \gamma^\sigma_{u+1,u+1}(n) - \gamma^\sigma_{u+1,s}(n) \geq \gamma^\sigma_{u+3,u+1}(n) - \gamma^\sigma_{u+3,s}(n) \), it follow that
\[ \text{ord}_2(h_n^\sigma(P)) \geq \tau^\sigma_\lambda(n) + \gamma^\sigma_{u+1,s}(n) + 2\gamma^\sigma_{u+3,u+1}(n) + \rho^\sigma_{u+1}(n). \]
This proves the lemma. \( \square \)

We are trying to show that \( \text{ord}_p(h_n^\sigma(A)) \geq \tau^p_\lambda(n) \) for all \( \sigma \in \Gamma_n \). For each nonnegative integer \( k \), set
\[ \hat{\Omega}_k = \{(l,m) \in \Omega_k \mid l \geq 1, m \geq 2 \}. \]

**Definition 5.4** Put \( \kappa_{0,0}(n) = 0 \), and, for each \( (l,m) \in \hat{\Omega}_s \), put
\[
\kappa_{l,m}(n) = \begin{cases} 
  f_p^{u-l}(n) - (u - l - v + m) \left[ \frac{p^l n}{p^{l+1}} \right] - \tau^p_\lambda(n) & \text{if } m \leq v, \\
  f_p^{s-l-m}(n) - (s - l - m) \left[ \frac{p^l n}{p^{l+1}} \right] - \tau^p_\lambda(n) & \text{if } v < m \leq s.
\end{cases}
\]

**Lemma 5.2** We have \( \Omega_s = \hat{\Omega}_s \cup \{(0,0)\} \) and \( \text{ord}_p(g_{l,m}(n)) \geq \kappa_{l,m}(n) + \tau^p_\lambda(n) \) for all \( (l,m) \in \Omega_s \).

**Proof.** By Lemmas 4.1 and 4.2, \( c_{l,0} = 0 \) if \( 1 \leq l \leq s \), and \( c_{l,1} = 0 \) if \( 1 \leq l \leq s-1 \). These facts, together with Proposition 4.1, yield \( \Omega_s = \hat{\Omega}_s \cup \{(0,0)\} \).

It follows from Theorem 5.1 that \( \text{ord}_p(g_{0,0}(n)) \geq \tau^p_0(n) \). If \( (l,m) \in \hat{\Omega}_v \), then \( u - l > v - m \) because \( l < m \) by Lemma 4.1, and hence
\[
\text{ord}_p(g_{l,m}(n)) \geq f_p^{u-l}(n) - (u - l - v + m) \left[ \frac{p^l n}{p^{l+1}} \right]
\]
by Theorem 5.1. Also, if \( (l,m) \in \hat{\Omega}_s \) and if \( m > v \), then
\[
\text{ord}_p(g_{l,m}(n)) \geq f_p^{s-l-m}(n) - (s - l - m) \left[ \frac{p^l n}{p^{l+1}} \right].
\]
Hence we conclude that \( \text{ord}_p(g_{l,m}(n)) \geq \kappa_{l,m}(n) + \tau^p_\lambda(n) \). \( \square \)

**Lemma 5.3** Suppose that \( \lambda_3 \geq 1 \). Then the following statements hold.
THE NUMBER OF HOMOMORPHISMS

(1) Assume that either \( p > 2 \) or \( u > v \). Let \((l, m) \in \hat{\Omega}_n\). Then \( \kappa_{l,m}(n) \geq 0 \).
If \((l, m) \neq (v, u) \) and if \( n \geq p^{u-m+1} \), then \( \kappa_{l,m}(n) \geq u - v + 1 \).

(2) Assume that \( p = 2 \) and that \( u = v \). Let \((l, m) \in \hat{\Omega}_{u+1} \). Then \( \kappa_{l,m}(n) \geq 0 \).
If \((l, m) \neq (1, 2) \) and if \( n \geq 2^{u-m+1} \), then \( \kappa_{l,m}(n) \geq 1 \). Furthermore, if \((l, m) \neq (1, 2) \) and if \( n \geq 2^{u-m+3} \), then \( \kappa_{l,m}(n) \geq 3 \).

Proof. (1) If \( m \leq v \), then \( l < m \) by Lemma 4.1, and hence
\[
\kappa_{l,m}(n) = f_{p}^{u-l}(n) - (u - l - v + m) \left[ \frac{p^{n}n}{p^{u+1}} \right] - f_{p}^{u-m}(n) + (u - v) \left[ \frac{p^{n}n}{p^{u+1}} \right]
\]
\[
= \sum_{j=u-m+1}^{u-l} \left[ \frac{n}{p^{j}} \right] - (m - l) \left[ \frac{p^{n}n}{p^{u+1}} \right] + (u - v) \left\{ \left[ \frac{p^{n}n}{p^{u+1}} \right] - \left[ \frac{p^{n}n}{p^{u+1}} \right] \right\} \geq 0.
\]
Moreover, if \( m \leq v \) and if \( n \geq p^{u-m+1} \), then \( \kappa_{l,m}(n) \geq u - v + 1 \).

Assume that \( v < m \leq u \). Since \( c_{l,m} \neq 0 \) and \( l \leq s - m \), it follows from Lemma 4.2 that either \( l < v \) or \((l, m) = (v, u) \). By the definition, we have \( \kappa_{v,u}(n) = -\tau_{\chi}^{p^{n}}(n) = (u - v)[n/p] \geq 0 \). On the other hand, if \( l < v \), then
\[
\kappa_{l,m}(n) = f_{p}^{s-l-m}(n) - (s - l - m) \left[ \frac{p^{l+m}n}{p^{s+1}} \right] - f_{p}^{u-m}(n) + (u - v) \left[ \frac{p^{n}n}{p^{u+1}} \right]
\]
\[
= \sum_{j=u-m+1}^{s-l-m} \left[ \frac{n}{p^{j}} \right] - (s - l - m) \left[ \frac{p^{m}n}{p^{s-l+1}} \right] + (u - v) \left[ \frac{p^{m}n}{p^{u+1}} \right]
\]
\[
\geq (u - v + 1) \left[ \frac{p^{m}n}{p^{u+1}} \right] - (u - v) \left[ \frac{p^{m}n}{p^{u+2}} \right] \geq 0.
\]
Now, if \((l, m) \neq (v, u) \) and if \( n \geq p^{u-m+1} \), then \( l < v \) and \( \kappa_{l,m}(n) \geq u - v + 1 \).

(2) If \( m = u + 1 \), then by the definition,
\[
\kappa_{l,u+1}(n) \geq -\tau_{\chi}^{2^{u+1}}(n) = n - \left[ \frac{n}{2} \right] - \left[ \frac{n}{2^{2}} \right],
\]
and the assertions follow. Next we assume that \( m \leq u \). If \( m = 2 \), then \( l = 1 \) by Lemma 4.1, and
\[
\kappa_{1,2}(n) = \left[ \frac{n}{2^{u-1}} \right] - 2 \left[ \frac{n}{2^{u}} \right] + \left[ \frac{n}{2^{u+1}} \right] \geq 0.
\]
Assume that $3 \leq m \leq u$. Then $l \leq m - 2$ by Lemma 4.1. If $l \leq m - 3$, then

$$
\kappa_{l,m}(n) = f_2^{u-l}(n) - (-l + m) \left[ \frac{2^l n}{2u+1} \right] - f_2^{u-m+2}(n) + \left[ \frac{2^m n}{2u+1} \right] + \left[ \frac{2^m n}{2u+3} \right]
$$

\[
= \sum_{j=u-m+3}^{u-l} \left[ \frac{n}{2^j} \right] - (m - l) \left[ \frac{2^l n}{2u+1} \right] + \left[ \frac{2^m n}{2u+1} \right] + \left[ \frac{2^m n}{2u+3} \right]
\]

which yields the assertions. This inequality holds even if $l = m - 2$, and hence the lemma follows. \(\Box\)

Now the following results are established.

**Proposition 5.2** We have \(\text{ord}_p(h^\sigma_n(P)) \geq \tau^\sigma_\lambda(n)\) for all \(\sigma \in \Gamma_n\).

**Proof.** The proposition follows from Lemmas 5.1, 5.2, and 5.3. \(\Box\)

**Theorem 5.2** We have \(\text{ord}_p(h_n(P)) \geq \tau^\sigma_\lambda(n)\).

**Proof.** The theorem is an immediate consequence of Propositions 5.1 and 5.2. \(\Box\)

### 6 Abelian \(p\)-groups

In this section we will provide two lemmas and go on to prove a key result (cf. Theorem 6.1) to Theorem 1.1.

**Lemma 6.1** Suppose that \(\lambda_3 \geq 1\) and that \(\sigma \in \Gamma_n\). Put \(n_0 = \sigma(0,0,1), n_{1,2} = \sigma(1,2,1),\) and \(n_{v,u} = \sigma(v,u,1)\).

1. Assume that either \(u = \lambda_1\) or \(u = v\). Excepting the case where \(p = 2\) and \(u = v\), if \([n_0/p^{u+1}] < [n/p^{u+1}]\), then \((u-v+1)\gamma^\sigma_{u+1,v}(n) + \rho^\sigma_{u,v}(n) \geq u-v+1\).

2. Assume that \(u > \lambda_1\) and that \(u = v+1\). If \([n_0/p^{u+1}] + [n_{v,u}/p] < [n/p^{u+1}]\), then \(2\gamma^\sigma_{u+1,v}(n) + \rho^\sigma_{u,v}(n) \geq 2\).

3. Assume that \(p = 2\) and that \(u = v\). If \([n_0/2^{u+1}] + [n_{1,2}/2^{u-1}] < [n/2^{u+1}]\), then \(\gamma^\sigma_{u+1,v}(n) + \rho^\sigma_{u+1,v}(n) \geq 1\). If \([n_0/2^{u+3}] + [n_{1,2}/2^{u+1}] < [n/2^{u+3}]\), then \(2\gamma^\sigma_{u+3,v}(n) + \rho^\sigma_{u+1,v}(n) \geq 2\).
Proof. (1) Since either $u = \lambda_1$ or $u = v$, it follows from Lemmas 4.1 and 4.2 that $c_{v,u} = 0$. Thus $(v, u) \notin \Omega_u$. Hence, excepting the case where $p = 2$ and $u = v$, if $\sigma(l, m, i) \geq p^{u-m+1}$ for some element $(l, m, i)$ of $I$ with $(l, m) \in \Omega_u$, then $(l, m) \neq (v, u)$ and $\rho_\sigma^u(n) \geq \kappa(l, m, i) \geq u - v + 1$ by Lemma 5.2 and (1) of Lemma 5.3. Furthermore, if $[n_0/p^{u+1}] < [n/p^{u+1}]$ and if $\sigma(l, m, i) < p^{u-m+1}$ for any element $(l, m, i)$ of $I$ with $(l, m) \in \Omega_u$, then

$$
\gamma_{u+1,u}^\sigma(n) = \left[ \frac{n}{p^{u+1}} \right] - \left[ \frac{n_0}{p^{u+1}} \right] - \sum_{(l, m)} \sum_{i=1}^{c_{l,m}} \left[ \frac{\sigma(l, m, i)}{p^{u-m+1}} \right] \geq 1.
$$

Hence (1) follows.

(2) The hypothesis and Lemma 4.2 yield $c_{v,u} = 1$; however, the proof is similar to that of (1) as follows. If $\sigma(l, m, i) \geq p^{u-m+1}$ for some element $(l, m, i)$ of $I$ with $(l, m) \in \Omega_u - \{(v, u)\}$, then $\rho_\sigma^u(n) \geq \kappa(l, m, i) \geq 2$ by Lemma 5.2 and (1) of Lemma 5.3. Moreover, if $[n_0/p^{u+1}] + [n_{v,u}/p] < [n/p^{u+1}]$ and if $\sigma(l, m, i) < p^{u-m+1}$ for any element $(l, m, i)$ of $I$ with $(l, m) \in \Omega_u - \{(v, u)\}$, then $\gamma_{u+1,u}^\sigma(n) \geq 1$. Now we get (2).

(3) Using Lemma 5.2 and (2) of Lemma 5.3, we can get the results. The proof is completely analogous to that of (2). Note that $c_{1,2} = 1$ by the hypothesis and Lemma 4.1. □

**Lemma 6.2** Suppose that $P$ is a finite abelian $p$-group of type $\lambda$. Let $\sigma \in \Gamma_n$, and let $\Delta$ be a subset of $\Omega_v$. Then

$$
\text{ord}_p \left( \frac{h_\sigma^i(P)}{\prod_{(l, m) \in \Delta} h_{\sigma(l,m)}(C_{p^{u-l}} \times C_{p^{u-m}})} \right) \geq \tau_{\lambda}^{p}(n) - \sum_{(l,m) \in \Delta} \tau_{\lambda}^{p,m}(\sigma(l,m,1)).
$$

**Proof.** The lemma follows from Lemmas 5.1, 5.2, and 5.3. □

**Theorem 6.1** Suppose that $P$ is a finite abelian $p$-group of type $\lambda$. Let $y_n = [n/p^{u+1}]$ for each nonnegative integer $n$. Put $\delta = 1$ if either $p > 2$ or $s = u$, and is 0 otherwise.

(1) Excepting the case where $p = 2$ and $2u = s \geq 2$, if either $u = \lambda_1$ or $2u = s$, then

$$
h_n(P) \equiv \frac{(-1)^{y_n}n!}{p^{(2u-s+1)y_n}y_n!} \frac{1}{(n-p^{u+1}y_n)!} h_{n-p^{u+1}y_n}(P) \mod p^{y_n(n+2u-s+\delta)}
$$

(2) If $u > \lambda_1$ and if $2u = s + 1$, then
\[ h_n(P) = \frac{(-1 - p)^{y_n} n!}{p^{2y_n} y_n! (n - pu + 1) y_n!} h_{n-p^u + 1} y_n(P) \mod p^{\tau^\Delta(n) + 1 + \delta}. \]

**Proof.** (1) If $\lambda_3 = 0$, then the assertion follows from Theorem 2.1. Hence we assume that $\lambda_3 \geq 1$. Assume that either $p > 2$ or $u > v$ and that either $u = \lambda_1$ or $u = v$. Set $\Omega = \Omega - \{(0, 0)\}$ and
\[ \hat{\Gamma}_n = \{ \sigma \in \Gamma_n \mid [\sigma(0, 0, 1)/p^{u+1}] = y_n \}. \]
Then by Proposition 5.1, Lemma 5.1, and (1) of Lemma 6.1,
\[ h_n(P) \equiv \sum_{\sigma \in \hat{\Gamma}_n} h_n^\sigma(P) \mod p^{\tau^\Delta(n) + u - v + 1}. \tag{I} \]

Suppose that $\sigma \in \hat{\Gamma}_n$. Since $c_{0,0} = 1$, it follows that
\[ h_n^\sigma(P) = n! \frac{h_n^\sigma(C_{p^u} \times C_{p^v})}{n_0^\sigma} \prod_{(l,m) \in \Omega} \prod_{i=1}^{c_{l,m}} g_{l,m}(\sigma(l, m, i)) \frac{\sigma(l, m, i)!}{\sigma(l, m, i)!}, \]
where $n_0^\sigma = \sigma(0, 0, 1)$. Moreover, using Theorem 2.1, we obtain
\[ h_n^\sigma(C_{p^u} \times C_{p^v}) \equiv \frac{(-1)^{y_n} n_0^\sigma}{p^{u-v+1} y_n!} \frac{h_n^\sigma_{-p^u + 1} y_n(C_{p^u} \times C_{p^v})}{(n_0^\sigma - p^{u+1} y_n)!} \mod p^{\tau^\Delta(n_0^\sigma) + u - v + \delta}. \]

Hence Lemma 6.2 with $\Delta = \{(0, 0)\}$ implies that
\[ h_n^\sigma(P) \equiv \frac{(-1)^{y_n} n!}{p^{u-v+1} y_n!} \frac{h_n^\sigma_{-p^u + 1} y_n(C_{p^u} \times C_{p^v})}{(n_0^\sigma - p^{u+1} y_n)!} \prod_{(l,m) \in \Omega} \prod_{i=1}^{c_{l,m}} g_{l,m}(\sigma(l, m, i)) \frac{\sigma(l, m, i)!}{\sigma(l, m, i)!} \mod p^{\tau^\Delta(n_0^\sigma) + u - v + \delta}. \]

Now, combining the formula above with (I), we conclude that
\[ h_n(P) \equiv \frac{(-1)^{y_n} n!}{p^{u-v+1} y_n!} \sum_{\sigma \in \Gamma_n} h_n^\sigma_{-p^u + 1} y_n(C_{p^u} \times C_{p^v}) \prod_{(l,m) \in \Omega} \prod_{i=1}^{c_{l,m}} g_{l,m}(\sigma(l, m, i)) \frac{\sigma(l, m, i)!}{\sigma(l, m, i)!} \mod p^{\tau^\Delta(n_0^\sigma) + u - v + \delta}. \]
\[ \equiv \frac{(-1)^{y_n} n!}{p^{u-v+1} y_n!} \sum_{\sigma \in \Gamma_n_{-p^u + 1} y_n} \prod_{(l,m) \in \Omega} \prod_{i=1}^{c_{l,m}} g_{l,m}(\sigma(l, m, i)) \frac{\sigma(l, m, i)!}{\sigma(l, m, i)!} \mod p^{\tau^\Delta(n_0^\sigma) + u - v + \delta}. \]
Here Proposition 5.1 is applied to the last congruence. Thus (1) follows.

(2) Assume that $u > \lambda_1$ and that $u = v + 1$. By Lemma 4.2, we have $c_{v,u} = 1$. Set $\Omega = \Omega - \{(0,0),(v,u)\}$ and

$$\tilde{\Gamma}_n(y) = \{\sigma \in \Gamma_n \mid [\sigma(v,u,1)/p] = y, \sigma(0,0,1)/p^{u+1} = y_n - y\}$$

for each integer $y$ with $0 \leq y \leq y_n$. Then by Proposition 5.1, Lemma 5.1, and (2) of Lemma 6.1,

$$h_n(P) \equiv \sum_{y=0}^{y_n} \sum_{\sigma \in \tilde{\Gamma}_n(y)} h_n^\sigma(P) \mod p^{\tau_n^\sigma(n)+2}. \quad (J)$$

Suppose that $\sigma \in \tilde{\Gamma}_n(y)$. Since $c_{0,0} = c_{v,u} = 1$, it follows that

$$h_n^\sigma(P) = n! \frac{h_n^\sigma(C_{p^u} \times C_{p^v})}{n_0^\sigma!} \cdot \frac{1}{n_{v,u}^\sigma!} \prod_{(l,m) \in \Omega} \frac{g_{l,m}(\sigma(l,m,i))}{(l,m)!},$$

where $n_0^\sigma = \sigma(0,0,1)$ and $n_{v,u}^\sigma = \sigma(v,u,1)$. Observe now that by Lemmas 5.1, 5.2, and 5.3,

$$\text{ord}_p(h_n^\sigma(P)) - \tau_\lambda^p(n) \geq \rho_n^\sigma(n) \geq \kappa_{v,u}(n_{v,u}^\sigma) = y.$$

By Theorem 2.1 with $P$ is the group consisting of only the identity, we also have

$$1 \equiv \frac{(-1)^y n_{v,u}^\sigma!}{p^{\varphi(y)}(n_{v,u}^\sigma - py)!} \mod p.$$ 

Hence the preceding formula of $h_n^\sigma(P)$ yields

$$h_n^\sigma(P) \equiv n! \frac{h_n^\sigma(C_{p^u} \times C_{p^v})}{n_0^\sigma!} \cdot \frac{(-1)^y}{p^{\varphi(y)}(n_{v,u}^\sigma - py)!} \prod_{(l,m) \in \Omega} \frac{g_{l,m}(\sigma(l,m,i))}{(l,m)!} \mod p^{\tau_n^\sigma(n)+2},$$

and also, Lemma 6.2 with $\Delta = \{(0,0)\}$ implies that

$$\text{ord}_p \left( \frac{n!}{n_0^\sigma!} \frac{(-1)^y}{p^{\varphi(y)}(n_{v,u}^\sigma - py)!} \prod_{(l,m) \in \Omega} \frac{g_{l,m}(\sigma(l,m,i))}{(l,m)!} \right) = \text{ord}_p \left( \frac{h_n^\sigma(P)}{h_n^\sigma(C_{p^u} \times C_{p^v})} \cdot \frac{(-1)^y n_{v,u}^\sigma!}{p^{\varphi(y)}(n_{v,u}^\sigma - py)!} \right) \geq \tau_\lambda^p(n) - \tau_\lambda^{p,0}(n_0^\sigma).$$
by Theorem 2.1, and consequently, hence it follows from Proposition 5.1 that 

(Note that the congruence above is clear if \( y = 0 \).) Moreover,

\[
h_n^\sigma(C_{p^u} \times C_{p^v}) \equiv \frac{(-1)^{y-n} n^\sigma!}{p^{2(y-n)}(y-n)!} \cdot \frac{h_n^\sigma-p^{u+1}(y_n-y)(C_{p^u} \times C_{p^v})}{(n_0^\sigma - p^{u+1}(y_n-y))!} \mod p^{x(n_0^\sigma)+1+\delta}
\]

by Theorem 2.1, and consequently,

\[
h_n^\sigma(P) \equiv \frac{(-1)^{y_n-n!}}{p^{2y_n-y}(y_n-y)!} \cdot \frac{h_n^\sigma-p^{u+1}(y_n-y)(C_{p^u} \times C_{p^v})}{(n_0^\sigma - p^{u+1}(y_n-y))!} \cdot \frac{1}{(n_0^\sigma - p^u)!} \mod p^{x(n)+1+\delta}.
\]

Now, the formula above, together with (J), yields

\[
h_n(P) \equiv \sum_{y=0}^{y_n} \sum_{\sigma \in \Gamma_n(y)} \sum_{(l,m)\in \Omega} a_{l,m}(\sigma(l,m,i)) \mod p^{x(n)+1+\delta}.
\]

Hence it follows from Proposition 5.1 that

\[
h_n(P) \equiv \frac{(-1)^{y_n-n!}}{p^{2y_n-y_n!}} \cdot \sum_{y=0}^{y_n} \frac{y! p^y}{(y_n-y)!} \cdot \frac{h_n-p^{u+1}y_n(P)}{(n-p^{u+1}y_n)!} \mod p^{x(n)+1+\delta}.
\]

Thus (2) follows. This completes the proof. \( \square \)

### 7 Abelian 2-groups

Throughout this section we suppose that \( p = 2 \). If \( 2u = s \geq 2 \) as well, then the properties of \( h_n(P) \), where \( P \) is a finite abelian 2-group of type \( \lambda \), are a little complicated (cf. Theorems 7.1 and 7.2). First, we provide the following.
Lemma 7.1 Suppose that \( u \geq 2 \). Put \( w = \lceil n/2^u \rceil \) and \( z = \lceil n/2^{u+1} \rceil \). Then
\[
h_n(C_{2^{u-1}} \times C_{2^{u-2}}) \equiv \frac{n!}{2^{5z} z!} \cdot \frac{h_{n-2u+1z}(C_{2^{u-1}} \times C_{2^{u-2}})}{(n-2^{u+1}z)!} \mod 2^{f_2^{u-1}(n)-w+1}.
\]

Proof. Put \( n' = n - 2^{u+1}z \) and \( w' = w - 2z \). Then by Theorem 2.1,
\[
h_{n'}(C_{2^{u-1}} \times C_{2^{u-2}}) \equiv \frac{(-1)^{w'} n'!}{2^{2w'} w'!} \cdot \frac{h_{n-2u+1w}(C_{2^{u-1}} \times C_{2^{u-2}})}{(n-2^u w)!} \mod 2^{f_2^{u-1}(n')-w'+1}.
\]

Since \( z = \lceil w/2 \rceil \), it follows from Theorem 2.1 that
\[
1 \equiv \frac{n!}{2^{7z} w!} \mod 2.
\]
Hence it follows from Theorem 2.1 that
\[
h_n(C_{2^{u-1}} \times C_{2^{u-2}}) \equiv \frac{(-1)^{w} n!}{2^{2w} w!} \cdot \frac{h_{n-2u+1w}(C_{2^{u-1}} \times C_{2^{u-2}})}{(n-2^u w)!}
\equiv \frac{(-1)^{w} n!}{2^{2w} w!} \cdot \frac{w!}{2^{z} z! w'!} \cdot \frac{h_{n-2u+1w}(C_{2^{u-1}} \times C_{2^{u-2}})}{(n-2^u w)!}
\equiv \frac{n!}{2^{5z} z! n'} \cdot \frac{(-1)^{w'} n'!}{2^{2w'} w'!} \cdot \frac{h_{n-2u+1w}(C_{2^{u-1}} \times C_{2^{u-2}})}{(n-2^u w)!}
\equiv \frac{n!}{2^{5z} z!} \cdot h_{n'}(C_{2^{u-1}} \times C_{2^{u-2}}) \mod 2^{f_2^{u-1}(n)-w+1},
\]
completing the proof. \( \square \)

We correct the second assertions of [9, Theorem 4.2] and [18, Theorem 2.1(b)] with \( l \geq 2 \), together with [18, Theorem 3.10(d)].

Theorem 7.1 Suppose that \( 2u = s \geq 2 \) and that \( P \) is a finite abelian 2-group of type \( \lambda \). Let \( z_n = \lceil n/2^{u+3} \rceil \) for each nonnegative integer \( n \).

(1) If \( \lambda_3 = 0 \) and if \( u \geq 2 \), then
\[
h_n(P) \equiv \frac{n!}{2^{6z_n} z_n!(n-2^{u+3} z_n)!} h_{n-2u+3z_n}(P) \mod 2^{f_2^{u+1}(n)+2}.
\]

(2) If either \( \lambda_3 \geq 1 \) or \( u = 1 \), then
\[
h_n(P) \equiv \frac{(-1)^{z_n} n!}{2^{6z_n} z_n!(n-2^{u+3} z_n)!} h_{n-2u+3z_n}(P) \mod 2^{f_2^{u+1}(n)+2}.
\]
Proof. (1) Suppose that \( \lambda = (u, u, 0, \ldots) \) with \( u \geq 2 \). We argue by induction on \( u \). Let \( Q = C_{2u-1} \times C_{2u-1} \), and set \( n' = n - 2^{u+3} z_n \). We use the formula

\[
h_n(P) = \sum_{i=0}^{[n/2]} \frac{n!}{(n-2i)!i!} h_{n-2i}(C_{2^u}) h_i(Q)
\]

(see [9]). Since \( 2^u \geq 2u \), it follows that for any nonnegative integers \( k, l, \) and \( m \) such that \( k < 2^{u+1} \) and \( l < 2^u \),

\[
\left\lfloor \frac{k + 2^{u+1} l + 2^{2u} m}{2^u + 1} \right\rfloor - 2u \left\lfloor \frac{k + 2^{u+1} l + 2^{2u+1} m}{2^{2u+1}} \right\rfloor = l + (2^{2u} - 2u)m \geq 0.
\]

This, combined with Theorem 5.1, shows that

\[
\text{ord}_2 \left( \frac{n!}{l!(n-2i)!} h_{n-2i}(C_{2^u}) h_i(Q) \right)
\]

\[
\geq \sum_{j=1}^{\infty} \left[ \frac{n}{2^j} \right] - \sum_{j=1}^{\infty} \left[ \frac{i}{2^j} \right] - \sum_{j=1}^{\infty} \left[ \frac{n-2i}{2^j} \right] + \sum_{j=1}^{2u} \left[ \frac{n-2i}{2^j} \right] - 2u \left[ \frac{n-2i}{2^{2u+1}} \right]
\]

\[
+ \sum_{j=1}^{u-1} \left[ \frac{i}{2^j} \right] + \left[ \frac{i}{2^{u+1}} \right] - \left[ \frac{i}{2^{u+2}} \right]
\]

\[
\geq \sum_{j=1}^{\infty} \left( \left[ \frac{n}{2^j} \right] - \left[ \frac{2i}{2^j} \right] - \left[ \frac{n-2i}{2^j} \right] \right) + \sum_{j=u+3}^{\infty} \left[ \frac{n-2i}{2^j} \right] + \left[ \frac{n}{2^{u+3}} \right] - \left[ \frac{i}{2^{u+2}} \right]
\]

\[
\geq \tau_\lambda^2(n) + 2 \left( \left[ \frac{n}{2^{u+3}} \right] - \left[ \frac{2i}{2^{u+3}} \right] - \left[ \frac{n-2i}{2^{u+3}} \right] \right) + \left[ \frac{n-2i}{2^{u+3}} \right] + \sum_{j=u+3}^{2u} \left[ \frac{n-2i}{2^j} \right] + \left[ \frac{n}{2^{u+3}} \right] - \left[ \frac{i}{2^j} \right].
\]

(When \( u = 2 \), the corresponding part in the proof of [9, Theorem 4.2] is not correct.) Suppose that \( u = 2 \). If \( n - 2^5(z_n - z + 1) < n - 2i < 2^5z \) with \( z = 1, 2, \ldots, z_n \), then

\[
\text{ord}_2 \left( \frac{n!}{(n-2i)!i!} h_{n-2i}(C_{2^i}) h_i(Q) \right) \geq \tau_\lambda^2(n) + 2.
\]

Hence

\[
h_n(P) \equiv \sum_{z=0}^{z_n} \sum_{i=2^i z}^{[n/2]-2^i(z_n-z)} \frac{n!}{(n-2i)!i!} h_{n-2i}(C_{2^i}) h_i(Q) \mod 2^{\tau_\lambda^2(n)+2}.
\]
Observe now that by [9, Theorem 4.1],
\[ h_i(Q) \equiv \frac{(-1)^{z_i}i!}{2^{6z_i}(i - 2^4z_i)!} h_{i-2^4z_i}(Q) \mod 2^{(i/2^4)(n/2) - (i/2^4) + 2}, \]
where \(0 \leq z \leq z_n\) and \(2^4z \leq i \leq [n/2] - 2^4(z_n - z)\). Then we obtain
\[
\begin{align*}
\hbar_n(P) &\equiv \sum_{z=0}^{z_n} \frac{(-1)^{z_n}n!}{2^{6z_n}(z_n - z)!} \sum_{i=2^4z}^{[n/2] - 2^4(z_n - z)} \frac{h_{n-2i}(C_{2^4z})}{(n - 2i)!} \cdot h_{i-2^4z_i}(Q) \mod 2^{2^4(n)/2}.
\end{align*}
\]
Moreover, it follows from Theorem 5.1 that
\[
\begin{align*}
\hbar_n(P) &\equiv \sum_{z=0}^{z_n} \frac{(-1)^{z_n}n!}{2^{6z_n}z_n!} \sum_{i=0}^{[n'/2]} \frac{h_{n'-2i}(C_{2^4z})}{(n' - 2i)!} \cdot h_i(Q) \frac{Q}{i!} \\
&\equiv \frac{(-1)^{z_n}n!}{2^{6z_n}z_n!} \sum_{i=0}^{[n'/2]} \frac{h_{n'-2i}(C_{2^4z})}{(n' - 2i)!} \cdot h_i(Q) \frac{Q}{i!} \\
&\equiv \frac{n!}{2^{6z_n}z_n!} \hbar_{n'}(P) \mod 2^{2^4(n)/2},
\end{align*}
\]
as desired. Suppose next that \(u \geq 3\). If \(n - 2^{u+3}z_n < n - 2i\), then
\[
\begin{align*}
\ord_2 \left( \frac{n!}{(n - 2i)!} h_{n-2i}(C_{2^u+3})h_i(Q) \right) \\
&\geq \tau^2_{\chi}(n) + 2 \left( \left[ \frac{n}{2^{u+3}} \right] - \left[ \frac{2i}{2^{u+3}} \right] - \left[ \frac{n - 2i}{2^{u+3}} \right] \right) + \left[ \frac{n - 2i}{2^{u+3}} \right] + \sum_{j=1}^{2u} \left[ \frac{n - 2i}{2^j} \right] \\
&\geq \tau^2_{\chi}(n) + 2.
\end{align*}
\]
Thus
\[
\hbar_n(P) \equiv \sum_{i=2^{u+2}z_n}^{[n/2]} \frac{n!}{(n - 2i)!} h_{n-2i}(C_{2^u+3})h_i(Q) \mod 2^{2^4(n)/2}.
\]
By the inductive assumption,
\[
\hbar_i(Q) \equiv \frac{i!}{2^{6z_n}z_n!} h_{i-2^{u+3}z_n}(Q) \mod 2^{2^4(u+1)/(2^{u+1})-z_n+2},
\]
where $2^{u+2}z_n \leq i \leq \lfloor n/2 \rfloor$. We now obtain

$$h_n(P) \equiv \frac{n!}{2^{6z_n}z_n!} \sum_{i=2^{u+2}z_n}^{\lfloor n/2 \rfloor} \frac{h_{n-2i}(C_{2^{2u}})}{(n-2i)!} \cdot \frac{h_{1-2^{u+2}z_n}(Q)(Q)}{(i - 2^{u+2}z_n)!}$$

$$\equiv \frac{n!}{2^{6z_n}z_n!} \sum_{i=0}^{n/2} \frac{h_{n'-2i}(C_{2^{2u}})}{(n'-2i)!} \cdot \frac{h_i(Q)}{i!}$$

$$\equiv \frac{n!}{2^{6z_n}z_n!} h_{n'}(P) \mod 2^{5/2(n+2)},$$

as desired. Thus (1) holds.

(2) If $u = 1$, then the assertion is stated in [9, Theorem 4.1], and is already proved. Suppose that $u \geq 2$ and that $\lambda_3 \geq 1$. Then, since $u = v \geq 2$, it follows from Lemma 4.1 that $c_{1,2} = 1$. Set

$$\Omega = \Omega - \{(0,0),(1,2)\}$$

and

$$\Gamma_n(z) = \{\sigma \in \Gamma_n \mid \lfloor \sigma(1,2,1)/2^{u+1} \rfloor = z, \lfloor \sigma(0,0,1)/2^{u+3} \rfloor = z_n - z\}$$

for each integer $z$ with $0 \leq z \leq z_n$. Then by Proposition 5.1, Lemma 5.1, and (3) of Lemma 6.1,

$$h_n(P) \equiv \sum_{z=0}^{z_n} \sum_{\sigma \in \Gamma_n(z)} h^\sigma_n(P) \mod 2^{5/2(n+2)}. \quad (K)$$

Since $c_{0,0} = c_{1,2} = 1$, it follows that for any $\sigma \in \Gamma_n$,

$$h^\sigma_n(P) = n! \frac{h_{n_0}(C_{2^{2u}} \times C_{2^{2u}})}{n_0!} \cdot h_{n_{1,2}}(C_{2^{2u-1}} \times C_{2^{2u-2}}) \frac{n_{1,2}!}{n_{1,2}!} \cdot \prod_{(l,m) \in \Omega} \prod_{i=1}^{q_{l,m}} \frac{g_{l,m}(\sigma(l,m,i))}{\sigma(l,m,i)!}, \quad (L)$$

where $n_0^\sigma = (0,0,1)$ and $n_{1,2}^\sigma = (1,2,1)$.

Suppose that $\sigma \in \Gamma_n(z)$. Then Lemma 7.1 implies that

$$h_{n_{1,2}}(C_{2^{2u-1}} \times C_{2^{2u-2}}) \equiv \frac{n_{1,2}!}{2^{5z_n}z_n!} \cdot \frac{h_{n_{1,2}^\sigma-2u+1}(C_{2^{2u-1}} \times C_{2^{2u-2}})}{(n_{1,2}^\sigma - 2u+1z_n)!} \mod 2^{f_2^{2u-1}(n_{1,2}^\sigma-2u+1)/2u+1}.$$
Also, it follows from (1) that
\[ h_n^0(C_{2^n} \times C_{2^n}) \equiv \frac{n^0!}{2^{6(n-z)}(z_n - z)!} \cdot \frac{h_{n^0-2u+3(z_n-z)}(C_{2u} \times C_{2^n})}{(n^0 - 2u+3(z_n - z))!} \mod 2^\tau^2(n^0+2). \]
Hence (L), combined with Theorem 5.1, yields
\[ h_n^0(P) \equiv \frac{n!}{2^{6z_n-z}(z_n - z)!z!} \cdot \frac{h_{n^0-2u+3(z_n-z)}(C_{2u} \times C_{2^n})}{(n^0 - 2u+3(z_n - z))!} \]
\[ \times \frac{h_{n^0-2u+1(z_n-z)}(C_{2u-1} \times C_{2^n})}{(n^0-2u+1(z_n - z))!} \prod_{l,m \in \Omega} \frac{c_{l,m}(\sigma(l, m, i))}{\sigma(l, m, i)!} \mod 2^\tau^2(n+2), \]
because
\[ \text{ord}_2 \left( \frac{h_n^0(P)}{h_n^0(C_{2^n} \times C_{2^n}) h_{n^0}(C_{2u-1} \times C_{2^n})} \right) \geq \tau_{2A}(n) - \tau_{2A}(n^0) - \tau_{2A}(n^0, 2A) \]
by Lemma 6.2 with \( \Delta = \{(0, 0), (1, 2)\} \) and
\[ f_{2u-1}^2(n^0_{1,2}) - [n^{1,2}_{1,2}] - \tau_{2,2}^2(n^0_{1,2}) = \left[ \frac{n^{1,2}_{1,2}}{2u-1} \right] - 2 \left[ \frac{n^{1,2}_{1,2}}{2u} \right] + z \geq z. \]
Now, combining the preceding formula of \( h_n^0(P) \) with (K), we have
\[ h_n(P) \equiv \sum_{z=0}^{z_n} \frac{n!}{2^{6z_n-z}(z_n - z)!z!} \sum_{\sigma \in \Gamma_n(z)} \frac{h_{n^0-2u+3(z_n-z)}(C_{2u} \times C_{2^n})}{(n^0 - 2u+3(z_n - z))!} \]
\[ \times \frac{h_{n^0-2u+1(z_n-z)}(C_{2u-1} \times C_{2^n})}{(n^0-2u+1(z_n - z))!} \prod_{l,m \in \Omega} \frac{c_{l,m}(\sigma(l, m, i))}{\sigma(l, m, i)!} \]
\[ \equiv \frac{n!}{2^{6z_n}} \sum_{z=0}^{z_n} \frac{2^z}{(z_n - z)!z!} \sum_{\sigma \in \Gamma_n-2u+3z_n} \prod_{l,m \in \Omega} \frac{c_{l,m}(\sigma(l, m, i))}{\sigma(l, m, i)!} \mod 2^\tau^2(n+2). \]
Hence Proposition 5.1, together with Theorem 5.2, yields
\[ h_n(P) \equiv \frac{n!}{2^{6z_n}} \left\{ \sum_{z=0}^{z_n} \frac{2^z}{(z_n - z)!z!} \right\} h_{n-2u+3z_n}(P) \mod 2^\tau^2(n+2), \]
\[ \equiv \frac{(n-2u+3z_n)!}{2^{6z_n}} h_{n-2u+3z_n}(P) \mod 2^\tau^2(n+2), \]
as desired. This completes the proof. □

The following theorem, as well as Theorem 7.1, includes the interesting difference arising from the value of $\lambda_3$.

**Theorem 7.2** Suppose that $2u = s \geq 2$ and that $P$ is a finite abelian 2-group of type $\lambda$. Let $y_n = [n/2^{u+1}]$ for each nonnegative integer $n$.

1. Assume that $\lambda_3 = 0$. Then

$$h_n(P) \equiv \frac{n!}{2^{y_n}y_n!(n - 2^{u+1}y_n)!} h_{y_n}(C_2)h_{n-2^{u+1}y_n}(P) \mod 2^{\tau_2(n)+1}.$$  

In particular, if $y_n \equiv 3 \mod 4$, then $h_n(P) \equiv 0 \mod 2^{\tau_2(n)+1}$.

2. Assume that $\lambda_3 \geq 1$.
   
   (i) If either $y_n \equiv 0 \mod 4$ or $y_n \equiv 1 \mod 4$, then
   
   $$h_n(P) \equiv \frac{n!}{2^{y_n}y_n!(n - 2^{u+1}y_n)!} h_{y_n}(C_2)h_{n-2^{u+1}y_n}(P) \mod 2^{\tau_2(n)+1}.$$  

   (ii) If $y_n \equiv 2 \mod 4$, then $h_n(P) \equiv 0 \mod 2^{\tau_2(n)+1}$.
   
   (iii) If $y_n \equiv 3 \mod 4$, then
   
   $$h_n(P) \equiv \frac{n!}{2^{y_n}(y_n - 2)!(n - 2^{u+1}y_n)!} h_{y_n-2}(C_2)h_{n-2^{u+1}y_n}(P) \mod 2^{\tau_2(n)+1}.$$  

**Proof.** (1) The first assertion is a part of Theorem 2.2, and is already proved. It follows from [12] (see also [4, 9]) that

$$\text{ord}_2(h_n(C_2)) = \begin{cases} \left[\frac{n}{2}\right] - \left[\frac{n}{4}\right] & \text{if } n \equiv 0, 1, 2 \mod 4, \\ \left[\frac{n}{2}\right] - \left[\frac{n}{4}\right] + 1 & \text{if } n \equiv 3 \mod 4. \end{cases} \tag{M}$$

Hence, if $\lambda_3 = 0$ and if $y_n \equiv 3 \mod 4$, then by the congruence in (1) and Theorem 5.2,

$$\text{ord}_2(h_n(P)) \geq \text{ord}_2(n!) - y_n - \text{ord}_2(y_n!) + \text{ord}_2(h_{y_n}(C_2))$$

$$= f_2^\lambda(n) + \left[y_n \right] - \left[y_n \right] + 1$$

$$= \tau_2^\lambda(n) + 1.$$
Thus (1) holds.

(2) Since \( u = v \geq 2 \), it follows from Lemma 4.1 that \( c_{1,2} = 1 \). Set
\[
\Omega = \Omega - \{(0,0),(1,2)\}
\]
and
\[
\Omega_n(y) = \{ \sigma \in \Gamma_n \mid [\sigma(1,2,1)/2^{u-1}] = y, [\sigma(0,0,1)/2^{u+1}] = y_n - y \}
\]
for each integer \( y \) with \( 0 \leq y \leq y_n \). Then by Proposition 5.1, Lemma 5.1, and (3) of Lemma 6.1,
\[
h_n(P) \equiv \sum_{y=0}^{y_n} \sum_{\sigma \in \Omega_n(y)} h_\sigma^n(P) \mod 2^{r_2(n)+1}.
\]
Furthermore, if \( \sigma \in \Omega_n(y) \) with \( y \geq 1 \) and \( y \neq 2 \), then \( \kappa_{1,2}(\sigma(1,2,1)) \geq 1 \), and hence \( \rho_{\sigma+1}(n) \geq 1 \) by Lemma 5.2 and (2) of Lemma 5.3. Now, Lemma 5.1 yields
\[
h_n(P) \equiv \sum_{\sigma \in \Omega_n(0)} h_\sigma^n(P) + \sum_{\sigma \in \Omega_n(2)} h_\sigma^n(P) \mod 2^{r_2(n)+1}. \tag{N}
\]
Since \( c_{0,0} = 1 \) and \( c_{1,2} = 1 \), it follows that for each \( \sigma \in \Gamma_n \),
\[
h_\sigma^n(P) = n! \frac{n_0^\sigma(C_{2u} \times C_{2v})}{n_0^\sigma!} \cdot \frac{n_{1,2}^\sigma(C_{2u-1} \times C_{2v-2})}{n_{1,2}^\sigma!} \prod_{(l,m) \in E_{i=1}} \prod_{l,m}(\sigma(l,m,i)) \cdot \sum_{(l,m,i)} \frac{g_{l,m}(\sigma(l,m,i))}{\sigma(l,m,i)!},
\]
where \( n_0^\sigma = \sigma(0,0,1) \) and \( n_{1,2}^\sigma = \sigma(1,2,1) \). Here, if \( \sigma \in \Omega_n(y) \), then (1) yields
\[
h_{n_0}^\sigma(C_{2u} \times C_{2v}) \equiv \frac{n_0^\sigma n_{y_n-y}-1(C_{2u})}{2^{u-y}(y_n-y)!} \cdot \frac{n_0^\sigma n_{y_n-y}-1(C_{2u} \times C_{2v})}{(n_0^\sigma - 2^{u+1}(y_n-y))} \mod 2^{r_2(n^\sigma)+1}.
\]
Also, if \( \sigma \in \Omega_n(2) \), then \([n_{1,2}^\sigma/2^n] = 1 \), and, by Theorem 2.1,
\[
h_{n_{1,2}^\sigma}(C_{2u-1} \times C_{2v-2}) \equiv \frac{n_{1,2}^\sigma!}{2^{n_{1,2}^\sigma}} \cdot \frac{n_{1,2}^\sigma n_{y_n-y}-1(C_{2u-1} \times C_{2v-2})}{(n_{1,2}^\sigma - 2^n)!} \mod 2^{r_2(n_{1,2}^\sigma)+1}.
\]
Now set
\[
h_n^{(0)}(P) = \frac{n!}{2^{u-y}(n-2^{u+1}y_n)!} h_{y_n}(C_{2u}) h_{n-2^{u+1}y_n}(P)
\]
and

\[
h_n^{(2)}(P) = \begin{cases} 
  n! & \text{if } y_n \geq 2, \\
  0 & \text{otherwise.}
\end{cases}
\]

Then by an argument similar to the proof of (2) of Theorem 7.1,

\[
\sum_{\sigma \in \Gamma_n(0)} h_n^\sigma(P) \equiv h_n^{(0)}(P) \mod 2^{\tau_2(n)+1},
\]

and

\[
\sum_{\sigma \in \Gamma_n(2)} h_n^\sigma(P) \equiv h_n^{(2)}(P) \mod 2^{\tau_2(n)+1}.
\]

Hence (N) yields

\[
h_n(P) \equiv h_n^{(0)}(P) + h_n^{(2)}(P) \mod 2^{\tau_2(n)+1}.
\]  

(O)

We can now show the statements (i), (ii), and (iii) of (2) as follows.

If \( y_n \geq 2 \) and if either \( y_n \equiv 0 \mod 4 \) or \( y_n \equiv 1 \mod 4 \), then by (M) and Theorem 5.2,

\[
\text{ord}_2(h_n^{(2)}(P)) \geq \text{ord}_2(n!) - y_n - \text{ord}_2((y_n - 2)!) + \text{ord}_2(h_{n-2}(C_2))
\]

\[
\geq \tau_2(n) + \left\lfloor \frac{y_n}{4} \right\rfloor - \left\lfloor \frac{y_n - 2}{4} \right\rfloor
\]

\[
= \tau_2(n) + 1.
\]

Thus (i) follows from (O).

Next, if \( y_n = 2 \), then \( h_{y_n}(C_2) = 2 \), and hence

\[
h_n(P) = \frac{n!}{2} \cdot \frac{h_{n-2n+2}(P)}{(n-2n+2)!} \equiv 0 \mod 2^{\tau_2(n)+1}
\]

by (O) and Theorem 5.2. Thus (ii) follows from (2) of Theorem 7.1.

Finally, if \( y_n \equiv 3 \mod 4 \), then

\[
\text{ord}_2(h_n^{(0)}(P)) \geq \tau_2(n) + 1
\]

by (M) and Theorem 5.2. Hence (iii) follows from (O). \(\square\)
8 Abelian groups

We generalize Theorems 5.2, 6.1, 7.1, and 7.2, and establish Theorem 1.1 at the end of this section.

**Theorem 8.1** Suppose that $A$ possesses a Sylow $p$-subgroup of type $\lambda$. Let $y_n = \lfloor n/p^{a+1} \rfloor$ and $z_n = \lfloor n/2^{u+3} \rfloor$ for each nonnegative integer $n$. Put $\delta = 1$ if either $p > 2$ or $s = u$, and is 0 otherwise.

1. We get $\text{ord}_p(h_n(A)) \geq \tau_p^\lambda(n)$.
2. Excepting the case where $p = 2$ and $2u = s \geq 2$, if either $u = \lambda_1$ or $2u = s$, then
   
   $$h_n(A) \equiv \frac{(-1)^y_n n!}{p(2u-s+1)y_n!} \frac{h_{n-p^{a+1}y_n}(A)}{h_{n-p^{a+1}y_n}(A)} \mod p^{\tau_p^\lambda(n)+2u-s+\delta}.$$ 

3. If $u > \lambda_1$ and if $2u = s + 1$, then
   
   $$h_n(A) \equiv \frac{(-1)^y_n n!}{p^2 y_n!(n-p^{a+1}y_n)!} h_{n-p^{a+1}y_n}(A) \mod p^{\tau_p^\lambda(n)+1+\delta}.$$ 

4. Assume that $p = 2$ and that $2u = s \geq 2$.
   
   (i) If $\lambda_3 = 0$ and $u \geq 2$, then
   
   $$h_n(A) \equiv \frac{n!}{2^{2u} z_n y_n!(n-2^{u+1}y_n)!} h_{n-2^{u+1}y_n}(A) \mod 2^{\tau_2^\lambda(n)+2}.$$ 

   (ii) If either $\lambda_3 \geq 1$ or $u = 1$, then
   
   $$h_n(A) \equiv \frac{(-1)^y_n n!}{2^{2u} z_n y_n!(n-2^{u+1}y_n)!} h_{n-2^{u+1}y_n}(A) \mod 2^{\tau_2^\lambda(n)+2}.$$ 

5. Assume that $p = 2$ and that $2u = s \geq 2$.
   
   (i) If $\lambda_3 = 0$, then
   
   $$h_n(A) \equiv \frac{n!}{2^{2u} y_n!(n-2^{u+1}y_n)!} \frac{h_{y_n}(C_2) h_{n-2^{u+1}y_n}(A)}{h_{y_n}(C_2) h_{n-2^{u+1}y_n}(A)} \mod 2^{\tau_2^\lambda(n)+1}.$$ 

   In particular, if $y_n \equiv 3 \mod 4$, then $h_n(A) \equiv 0 \mod 2^{\tau_2^\lambda(n)+1}$.

   (ii) If $\lambda_3 \geq 1$ and if either $y_n \equiv 0 \mod 4$ or $y_n \equiv 1 \mod 4$, then
   
   $$h_n(A) \equiv \frac{n!}{2^{2u} y_n!(n-2^{u+1}y_n)!} \frac{h_{y_n}(C_2) h_{n-2^{u+1}y_n}(A)}{h_{y_n}(C_2) h_{n-2^{u+1}y_n}(A)} \mod 2^{\tau_2^\lambda(n)+1}.$$
(iii) If $\lambda \geq 1$ and if $y_n \equiv 2 \mod 4$, then $h_n(A) \equiv 0 \mod 2^{r_2(n)+1}$.

(iv) If $\lambda \geq 1$ and if $y_n \equiv 3 \mod 4$, then

$$h_n(A) \equiv \frac{n!}{2^{y_n}(y_n-2)!(n-2^{u+1}y_n)!} h_{y_n-2}(C_2) h_{n-2^{u+1}y_n}(A) \mod 2^{r_2(n)+1}. $$

Remark 8.1 The first assertion of [9, Theorem 5.1(3)] with $l \geq 2$ is wrong.

Although we can get Theorem 8.1 as an analogy with [9, Theorem 5.1], we give an orderly proof of it. Let $P$ be a finite abelian $p$-group of type $\lambda$. For a positive integer $a$, we define

$$E_P(a; X) := \exp \left( \sum_{k=0}^s \frac{\alpha_\lambda(s-k;p)}{ap^k} X^{ap^k} \right),$$

and denote by $h_{an}(a; P)$, $n = 0, 1, 2, \ldots$, the rational numbers such that

$$E_P(a; X) = \sum_{n=0}^\infty \frac{h_{an}(a; P)}{(an)!} X^{an}.$$

Especially, $h_n(P) = h_n(1; P)$. This power series is introduced in [9, Section 5]. Under the notation above, we get the following.

**Proposition 8.1** Suppose that $a_0 = 1$ and that $a_1, \ldots, a_l$ are integers such that $a_i > 1$ and $\gcd(a_i, p) = 1$ for all $i$. Let $m, n_0, n_1, \ldots, n_l$ be nonnegative integers with $m \geq a_0n_0 + a_1n_1 + \cdots + a_ln_l$. Put

$$H(m : a_1, \ldots, a_l; n_0, \ldots, n_l) = \frac{m!}{h_n(P)} \prod_{i=0}^l \frac{h_{a_in_i}(a_i; P)'}{(a_i n_i)!}.$$

Then $\ord_p(H(m : a_1, \ldots, a_l; n_0, \ldots, n_l)) \geq \tau^p_\lambda(m) - \tau^p_\lambda(n_0)$, and the following statements hold.

1. If $[n_0/p^{u+1}] < [m/p^{u+1}]$, then

$$\ord_p(H(m : a_1, \ldots, a_l; n_0, \ldots, n_l)) \geq \tau^p_\lambda(m) + 2u - s + 1 - \tau^p_\lambda(n_0).$$

2. Assume that $p = 2$ and that $2u = s \geq 2$. If $[n_0/2^{u+3}] < [m/2^{u+3}]$, then

$$\ord_2(H(m : a_1, \ldots, a_l; n_0, \ldots, n_l)) \geq \tau^2_\lambda(m) + 2 - \tau^2_\lambda(n_0).$$
Proposition 8.1 is a result of the following three lemmas. Under the hypothesis and notation of Proposition 8.1, we show a technical lemma:

**Lemma 8.1** Suppose that \( \text{ord}_p(h_{a,m}(a_i; P)) \geq \tau_p^i(a, n_i) \) for all \( i \) with \( i \geq 1 \). Then \( \text{ord}_p(H(m : a_1, \ldots, a_l; n_0, \ldots, n_l)) \geq \tau_p^i(m) - \tau_p^i(n_0) \), and the following statements hold.

1. Suppose that \( \text{ord}_p(h_{a,m}(a_i; P)) \geq \tau_p^i(a, n_i) + 2u - s + 1 \), provided \( i \geq 1 \) and \( a, n_i \geq p^{u+1} \). Then the assertion (1) of Proposition 8.1 holds.

2. Assume that \( p = 2 \) and that \( 2u = s \geq 2 \). Moreover, suppose that \( \text{ord}_2(h_{a,m}(a_i; P)) \geq \tau_2^i(a, n_i) + 2 \), provided \( i \geq 1 \) and \( a, n_i \geq 2^{u+3} \). Then the assertion (2) of Proposition 8.1 holds.

**Proof.** Unless \( p = 2 \) and \( 2u = s \geq 2 \),

\[
\text{ord}_p(H(m : a_1, \ldots, a_l; n_0, \ldots, n_l)) + \text{ord}_p(h_{n_0}(P)) \geq \tau_p^i(m) + (2u - s + 1) \left( \frac{m}{p^{u+1}} \right) + \sum_{i=0}^{l} \left( \text{ord}_p(h_{a,m}(a_i; P)) - \sum_{j=1}^{\infty} \left( \frac{a_i n_i}{p^j} \right) \right) \geq \tau_p^i(m) + (2u - s + 1) \left[ \frac{m}{p^{u+1}} \right] + \sum_{i=0}^{l} \left( \text{ord}_p(h_{a,m}(a_i; P)) - \sum_{j=1}^{u+1} \left( \frac{a_i n_i}{p^j} \right) \right) \geq \tau_p^i(m) + (2u - s + 1) \left[ \frac{m}{p^{u+1}} \right] - \sum_{i=0}^{l} \left( \text{ord}_p(h_{a,m}(a_i; P)) - \tau_p^i(a_i n_i) \right).
\]

Likewise, if \( p = 2 \) and \( 2u = s \geq 2 \), then

\[
\text{ord}_2(H(m : a_1, \ldots, a_l; n_0, \ldots, n_l)) + \text{ord}_p(h_{n_0}(P)) \geq \tau_2^i(m) + \left[ \frac{m}{2^{u+1}} \right] + 2 \left[ \frac{m}{2^{u+3}} \right] + \sum_{i=0}^{l} \left( \text{ord}_2(h_{a,m}(a_i; P)) - \sum_{j=1}^{u+3} \left( \frac{a_i n_i}{2^j} \right) \right) \geq \tau_2^i(m) + \left[ \frac{m}{2^{u+1}} \right] - \sum_{i=0}^{l} \left( \text{ord}_2(h_{a,m}(a_i; P)) - \tau_2^i(a_i n_i) \right) + 2 \left[ \frac{m}{2^{u+3}} \right] - \sum_{i=0}^{l} \left( \text{ord}_2(h_{a,m}(a_i; P)) - \tau_2^i(a_i n_i) \right).
\]

The lemma follows from these inequalities and Theorem 5.2. \( \square \)

The following lemma is a consequence of Theorem 5.2 and Lemma 8.1.
Lemma 8.2 Let \( a \) be an integer greater than 1. Then \( \operatorname{ord}_p((an)!h_n(P)/n!) \geq \tau_\Lambda^\varphi(an) \), and the following statements hold.

1. We have \( \operatorname{ord}_p((an)!h_n(P)/n!) \geq \tau_\Lambda^\varphi(an) + 2u - s + 1 \) provided \( an \geq p^{u+1} \).

2. Assume that \( p = 2 \) and that \( 2u = s \geq 2 \). Then \( \operatorname{ord}_2((an)!h_n(P)/n!) \geq \tau_\Lambda^\varphi(an) + 2 \) provided \( an \geq 2^{u+3} \).

Proof. If \( an \geq p^{u+1} \), then \([n/p^{u+1}] < [an/p^{u+1}]\), because \( a > 1 \). Also, if \( an \geq 2^{u+3} \), then \([n/2^{u+3}] < [an/2^{u+3}]\). Now, Theorem 5.2 and Lemma 8.1 with \( m = an \), \( n_0 = n \), and \( l = 0 \) yield the lemma. This completes the proof. \( \square \)

Using Lemmas 8.1 and 8.2, we obtain the following generalization of [9, Lemma 5.1], which, together with Lemma 8.1, yields Proposition 8.1.

Lemma 8.3 Let \( a \) be an integer such that \( a > 1 \) and \( \gcd(a, p) = 1 \). Then \( \operatorname{ord}_p(h_{an}(a; P)) \geq \tau_\Lambda^\varphi(an) \), and the following statements hold.

1. We have \( \operatorname{ord}_p(h_{an}(a; P)) \geq \tau_\Lambda^\varphi(an) + (2u - s + 1) \) provided \( an \geq p^{u+1} \).

2. Assume that \( p = 2 \) and that \( 2u = s \geq 2 \). Then \( \operatorname{ord}_2(h_{an}(a; P)) \geq \tau_\Lambda^\varphi(an) + 2 \) provided \( an \geq 2^{u+3} \).

Proof. We show the lemma by induction on \( n \). If \( n = 0 \), then the assertions clearly hold. Assume that \( n > 0 \). By the definition, \( E_P(\alpha X) = E_P(X^\alpha) \). Comparing the coefficients of \( \alpha X^an \) on both sides, we have

\[
ah_{an}(a; P) + \sum_{n_1 + n_2 + \cdots + n_a = n} \frac{(an)!}{(an_i)!} \prod_{i=1}^{a} h_{an_i}(a; P) \frac{h_n(P)}{n!} = (an)! \frac{h_n(P)}{n!},
\]

where the summation runs over all sequences \( n_1, n_2, \ldots, n_a \) of nonnegative integers such that \( n_1 + n_2 + \cdots + n_a = n \) and \( n_i < n \) for all \( i \). Now, since \( \gcd(a, p) = 1 \), the inductive assumption and Lemma 8.1 with \( m = an \), \( n_0 = 0 \), \( l = a \), and \( a_1 = \cdots = a_l = a \), together with Lemma 8.2, yield the assertions. This completes the proof. \( \square \)

Proof of Proposition 8.1. The statements follow from Lemmas 8.1 and 8.3. \( \square \)

We can now prove Theorem 8.1.
Proof of Theorem 8.1. Let $P$ be a Sylow $p$-subgroup of $A$. Then there exist integers $a_1, a_2, \ldots, a_l$ greater than 1 such that

$$E_A(X) = E_P(X) \prod_{i=1}^{l} E_{P_i}(a_i; X).$$

Comparing the coefficients of $X^n$ on both sides, we have

$$h_n(A) = \sum_{n_0=0}^{n} h_{n_0}(P) \sum_{a_1 n_1 + \cdots + a_l n_l = n-n_0} H(n : a_1, \ldots, a_l; n_0, \ldots, n_l),$$

where the summation $\sum_{a_1 n_1 + \cdots + a_l n_l = n-n_0}$ runs over all sequences $n_1, \ldots, n_l$ of nonnegative integers such that $a_1 n_1 + \cdots + a_l n_l = n - n_0$. (For the notation, see Proposition 8.1.) Hence (1) follows from Theorem 5.2 and Proposition 8.1. Moreover, in the equation above, if $n_0 < p^{u+1} y_n$, then

$$\text{ord}_p(H(n : a_1, \ldots, a_l; n_0, \ldots, n_l)) \geq \tau_p^*(n) + 2u - s + 1 - \tau_p^*(n_0)$$

by (1) of Proposition 8.1. Now we have

$$h_n(A) \equiv n! \sum_{n_0 \geq p^{u+1} y_n} \frac{h_{n_0}(P)}{n_0!} \sum_{a_1 n_1 + \cdots + a_l n_l = n-n_0} \prod_{i=1}^{l} \frac{h_{a_i,n_i}(a_i; P)}{(a_i n_i)!} \mod p^{\tau_p^*(n)+2u-s+1}.$$ 

Excepting the case where $p = 2$ and $2u = s \geq 2$, if either $u = \lambda_1$ or $2u = s$, then by (1) of Theorem 6.1 and Proposition 8.1,

$$h_n(A) \equiv n! \frac{(-1)^{y_n}}{p^{(2u-s+1) y_n} y_n!} \sum_{n_0 \geq p^{u+1} y_n} \frac{h_{n_0-p^{u+1} y_n}(P)}{(n_0 - p^{u+1} y_n)!} \times \sum_{a_1 n_1 + \cdots + a_l n_l = n-n_0} \prod_{i=1}^{l} \frac{h_{a_i,n_i}(a_i; P)}{(a_i n_i)!} \mod p^{\tau_p^*(n)+2u-s+\delta}.$$ 

Hence (2) holds. Likewise, (3) and (5) follow from Theorems 6.1(2) and 7.2 and Proposition 8.1, and (4) follows from Theorem 7.1 and Proposition 8.1. This completes the proof. □

The proof of the following corollary to Theorem 8.1 is completely analogous to that of [9, Corollary 3.1].
Corollary 8.1 Under the hypothesis of Theorem 8.1, the following statements hold.

(1) Assume that either \( p > 2 \) or \( 2u > s \).
   (i) If \( \text{ord}_p(h_{n-p^{u+1}y_n}(A)) < \tau_\lambda^p(n - p^{u+1}y_n) + 2u - s + \delta \), then
       \[ \text{ord}_p(h_n(A)) = \text{ord}_p(h_{n-p^{u+1}y_n}(A)) + \tau_\lambda^p(p^{u+1}y_n). \]
   (ii) If \( \text{ord}_p(h_{n-p^{u+1}y_n}(A)) \geq \tau_\lambda^p(n - p^{u+1}y_n) + 2u - s + \delta \), then
        \[ \text{ord}_p(h_n(A)) \geq \tau_\lambda^p(n) + 2u - s + \delta. \]

(2) Assume that \( p = 2 \) and that \( 2u = s \geq 2 \).
   (i) If \( \text{ord}_2(h_{n-2^{u+3}z_n}(A)) < \tau_\lambda^2(n - 2^{u+3}z_n) + 2 \), then
       \[ \text{ord}_2(h_n(A)) = \text{ord}_2(h_{n-2^{u+3}z_n}(A)) + \tau_\lambda^2(2^{u+3}z_n). \]
   (ii) If \( \text{ord}_2(h_{n-2^{u+3}z_n}(A)) \geq \tau_\lambda^2(n - 2^{u+3}z_n) + 2 \), then
        \[ \text{ord}_2(h_n(A)) \geq \tau_\lambda^2(n) + 2. \]

The assertion (1) of the following corollary is a part of [9, Theorem 1.4].

Corollary 8.2 Assume that \( p = 2 \) and that \( 2u = s \geq 2 \).

(1) If \( \lambda_3 = 0 \), then \( \text{ord}_2(h_n(A)) = \tau_\lambda^2(n) \) for each nonnegative integer \( n \) such that \( n \equiv 0, 2^{u+1}, \text{ or } 2^{u+2} \mod 2^{u+3} \).

(2) If \( \lambda_3 \geq 1 \), then \( \text{ord}_2(h_n(A)) = \tau_\lambda^2(n) \) for each nonnegative integer \( n \) such that \( n \equiv 0, 2^{u+1}, \text{ or } 2^{u+1} + 2^{u+2} \mod 2^{u+3} \).

Proof. As mentioned earlier, for any positive integer \( y \),

\[ \text{ord}_2(h_y(C_2)) = \left[ \frac{y}{2} \right] - \left[ \frac{y}{4} \right] \]

if \( y \not\equiv 3 \mod 4 \) (see (M)). Hence (5) of Theorem 8.1 yields the corollary. \( \square \)

Theorem 1.1 is a consequence of Theorem 8.1 and Corollaries 8.1 and 8.2.

Proof of Theorem 1.1. The assertion (1) follows from (1) of Theorem 8.1 and (1)(i) of Corollary 8.1. The assertion (2) follows from Corollary 8.2. \( \square \)
9 The proof of Corollary 1.1

We conclude this paper with the proof of Corollary 1.1.

**Lemma 9.1** Suppose that $A$ possesses a Sylow $p$-subgroup of type $\lambda$. Set

\[ a = \lim_{n \to \infty} \inf \frac{\text{ord}_p(h_n(A)) - \text{ord}_p(n!)}{n}. \]

Then

\[ a = \begin{cases} 
-\frac{7}{2^{u+3}} & \text{if } p = 2 \text{ and if } 2u = s \geq 2, \\
-\left(\frac{1}{p-1} + 2u - s + 1\right) \frac{1}{p^{u+1}} & \text{otherwise}.
\end{cases} \]

**Proof.** Suppose that $p = 2$ and $2u = s \geq 2$. For each positive integer $n$, set

\[ a_n = \frac{\text{ord}_2(h_n(A)) - \text{ord}_2(n!)}{n} \]

and $z_n = \lfloor n/2^{u+3} \rfloor$. Then (2) of Corollary 8.1, together with (1) of Theorem 8.1, yields

\[ a_n \geq -\frac{1}{n} \left( \left\lfloor \frac{n}{2u+1} \right\rfloor + 2z_n + \sum_{j=1}^{\infty} \left\lfloor \frac{z_n}{2^j} \right\rfloor \right) \]

\[ \geq -\frac{1}{2^{u+3}z_n + (n - 2^{u+3}z_n)} \left( \left\lfloor \frac{n - 2^{u+3}z_n}{2^{u+1}} \right\rfloor + \text{ord}_2(2^{6z_n}z_n!) \right) \]

\[ \geq -\frac{\text{ord}_2(2^{6z_n}z_n!)}{2^{u+3}z_n} = a_{2^{u+3}z_n}. \]

By [10, Chapter IV], we have

\[ \lim_{n \to \infty} a_{2^{u+3}z_n} = -\frac{6}{2^{u+3}} - \frac{1}{2^{u+3}} \lim_{n \to \infty} \frac{\text{ord}_2(z_n!)}{z_n} \]

\[ = -\frac{7}{2^{u+3}}. \]

We now define a sequence $\{\beta_n\}_{n=1}^{\infty}$ by

\[ \beta_n = \begin{cases} 
\frac{a_n}{a_{2^{u+3}(z_n+1)}} & \text{if } n = 2^{u+3}z_n, \\
a_n & \text{otherwise}.
\end{cases} \]
Set \( l_n = \inf\{a_i \mid i \geq n\} \) and \( m_n = \inf\{\beta_i \mid i \geq n\} \). Then \( \{l_n\}_{n=1}^\infty \) and \( \{m_n\}_{n=1}^\infty \) are monotone sequences satisfying

\[
l_1 \leq l_2 \leq \cdots \leq l_n \leq m_n \leq m_{n+1} \leq \cdots.
\]

Moreover,

\[
\lim_{n \to \infty} m_n = \lim_{n \to \infty} a_{2^{u+3}z} = -\frac{7}{2u+3},
\]

and thereby, \( \{l_n\}_{n=1}^\infty \) converges. Since \( l_{2^{u+3}z} = m_{2^{u+3}z} \) for any positive integer \( z \), it follows that

\[
a = \lim_{n \to \infty} l_n = \lim_{n \to \infty} m_{2^{u+3}z} = \lim_{n \to \infty} m_n = -\frac{7}{2u+3}.
\]

Unless \( p = 2 \) and \( 2u = s \geq 2 \), a similar argument to the preceding one, together with (1) of Corollary 8.1, enables us to obtain

\[
a = -\left(\frac{1}{p-1} + 2u - s + 1\right) \frac{1}{p^{u+1}}.
\]

Thus the lemma follows. \( \square \)

**Proof of Corollary 1.1.** By [10, Chapter IV] and Lemma 9.1, the radius of convergence is \( p^{a} \), where

\[
a = \begin{cases} 
-\frac{7}{2u+3} & \text{if } p = 2 \text{ and if } 2u = s \geq 2, \\
-\left(\frac{1}{p-1} + 2u - s + 1\right) \frac{1}{p^{u+1}} & \text{otherwise}
\end{cases}
\]

(see also [9]). Suppose that \( |x|_p = p^a \) (see [10]). If \( p = 2 \) and if \( 2u = s \geq 2 \), then by (2) of Theorem 1.1,

\[
\text{ord}_2 \left( \frac{h_{2^{u+3+k}}(A)}{2^{u+3+k}} x^{2^{u+3+k}} \right) = -2^{u+3+k}a - 7 \cdot 2^k + 1 = 1
\]

for any nonnegative integer \( k \). Unless \( p = 2 \) and \( 2u = s \geq 2 \), (1) of Theorem 1.1, yields

\[
\text{ord}_p \left( \frac{h_{p^{u+1+k}}(A)}{p^{u+1+k}} x^{p^{u+1+k}} \right) = -p^{u+1+k}a - (2u - s + 1)p^k - \frac{p^k - 1}{p - 1} = \frac{1}{p - 1}
\]

for any nonnegative integer \( k \). Hence the \( p \)-adic power series \( E_A(X) \) converges only in the open disc of radius \( p^a \). This completes the proof. \( \square \)
Remark 9.1 The radius of convergence of the \( p \)-adic power series \( E_{G_p}(X) \) is given in [14, p. 389, Proposition].
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