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and Hongzi Zhu, Member, IEEE

Abstract—Advances in low-power wireless communications and micro-electronics make a great impact on a transportation system and
pervasive deployment of road-side units (RSU) is promising to provide drive-thru Internet to vehicular users anytime and anywhere.
Downloading data packets from the RSU, however, is not always reliable because of high mobility of vehicles and high contention among
vehicular users. Using inter-vehicle communication, cooperative downloading can maximize the amount of data packets downloaded
per user request. In this paper, we focus on effective data downloading for real-time applications (e.g., video streaming, online game)
where each user request is prioritized by the delivery deadline. We propose a cooperative downloading algorithm, namely MMCD,
which minimizes an average delivery delay of each user request while maximizing the amount of data packets downloaded from the
RSU. The performance of MMCD is evaluated by extensive simulations and results demonstrate that our algorithm can reduce mean
delivery delay while gaining downloading throughput as high as that of a state-of-the-art method although vehicles highly compete for
access to the RSU in a conventional highway scenario.

Index Terms—Drive-thru Internet; cooperative downloading; vehicular networks
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1 INTRODUCTION

With the rapid advance of wireless communication tech-
nologies, vehicular networks are emerging as a new
landscape of mobile ad hoc networks, aiming to provide
a wide spectrum of safety and comfort applications to
drivers and passengers [1]–[4]. In the vehicular net-
works, vehicles equipped with wireless communication
devices can transfer data with each other (V2V: vehicle-
to-vehicle communications) as well as with roadside in-
frastructures (V2I: vehicle-to-infrastructure communica-
tions). Because of these technologies, the needs of using
the Internet, checking email, and watching videos during
the driving time have increased more and more. The
recent penetration of LTE/Wimax/3G networks makes it
possible for users to access the Internet even while they
are in motion. However, there are still some reasons to
fully utilize the vehicular networks to assist the drive-
thru Internet access. First, due to tremendous traffic
generated by cellular networks even at this moment,
capacity of the cellular networks is near to the limits
[5] and also cost of the Internet access via the cellular
networks remains high, e.g., average 60 USD/7GB in
Japan [6] and 10 USD/1GB in Canada [7]. Second, since
a mobile phone’s screen is generally smaller than one
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Fig. 1. A model of drive-thru Internet systems

embedded with the vehicle, it is more convenient to use
the Internet via the vehicle especially for entertainment
scenarios. Last, the mobile phones are energy-limited [8].
Frequent use of the mobile phone for accessing the
Internet costs the fast battery usage not to mention for
video streaming. Although it can be charged during the
driving time, it is no doubt that the equipped device in
the vehicle is not only more convenient to use than the
mobile phones but also more safer for the user in motion.

In general, the Internet access in vehicular networks is
composed by RSUs, and vehicles with wireless commu-
nication devices. RSUs are connected with the Internet
by wired backbone (Fig. 1). Provisioning Internet service
in the vehicular networks, however, is quite challenging
because of the high mobility of the vehicles which makes
the connectivity intermittent. Due to this highly dynamic
nature, real-time downloading is very hard in such
kind of networks. Several researches pay attention on
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maximization of the overall throughput for downloading
[9]. In this paper, we focus on a real-time application
scenario in the vehicular networks where each packet
has deadline to be downloaded. Our approach is from
two parts. We first analyze the throughput to be maxi-
mized, and then study the characteristics for minimizing
the delivery delay. Based on these results, we propose
MMCD which elegantly integrates both these two char-
acteristics. The extensive simulation results reveal that
MMCD performs well than a state-of-art algorithm.

The remainder of our paper is organized as follows.
Section 2 reviews related work in the literature and
section 3 presents the system model. Section 4 discusses
cooperative downloading and flow scheduling, followed
by proposing our algorithm MMCD. Section 5 evaluates
the performance of MMCD and presents the results.
In section 6, we further discuss a trade-off relationship
between the download throughput and delay on the
experimental results and present one solution to opti-
mize the performance in MMCD under a dense traffic
scenario. Finally, we present concluding remarks and
outline the directions for future work in section 7.

2 RELATED WORK
The vehicular networks attract much attention by
academia, industry, and even government in recent
years. For example, Japanese government has promoted
deployment of Intelligent Transportation Systems (ITS)
and more than 1000 RSUs have been deployed mainly
around a highway [10]. Those RSUs provide information
service to passing vehicles using the 5.9 GHz Dedi-
cated Short Range Communications (DSRC) spectrum.
Currently, safety-related information is dominated in
the service, however; it is promising to offer more
choices including entertainment purposes such as online
shopping and game. In industry, V2V communication
testing has been already started and testbed systems
have been developed by worldwide automakers, e.g.,
Toyota [11], Honda [12], General Motors [13], Volvo [14],
and BMW [15].

In the vehicular networks, a large scale of vehicle
nodes transmit/receive data packets simultaneously and
continuously and data transmission inevitably suffers
from the limited link bandwidth, intensive delay vari-
ance, and severe packet loss due to high mobility of the
nodes. There also exist security and privacy concerns be-
cause data packets exchanging via V2V communication
may include personal information of vehicular users. In
addition, it is possible that vehicular location informa-
tion (e.g., GPS) is improperly disclosed and used by any
malicious user. To overcome the challenges, several ef-
forts have been made in this research field [16]–[19]. [16]
studied V2V communication efficiency and proposed a
scheme to minimize the end-to-end delay while reducing
the network traffic by using either contact-level or social-
level scale of vehicular mobility. In [17], authors consid-
ered information gathering/dissemination in V2V com-
munication and proposed a clustering approach where

neighboring vehicle nodes make a group to efficiently
sharing information within a cluster as well as between
clusters. [19] studied location privacy issues in delay
tolerant networks and proposed a cooperative location
privacy protection scheme based on a game theory.
[18] proposed a cooperative downloading strategy to
maximize total throughput of user requests by utilizing
both V2I and V2V communication, however; it did not
take into account the delivery delay from a source node
to a destination node. As mentioned previously, next-
generation ITS systems offer many types of applications
and some of them want to avoid any delivery delay
occurred by vehicular communications, e.g., real-time
streaming multimedia applications. In this paper, we
consider cooperative downloading to minimize the de-
livery delay while maximizing downloading throughput
from the RSU.

3 SYSTEM MODEL

We consider a part of vehicular networks where an RSU
is deployed in a straight road and vehicles pass through
the front of the RSU in a single lane of the road at
the same constant speed (e.g., highway scenario). We
assume that a communication range of the RSU and the
vehicles is the same and every node (RSU and vehicle)
can communicate with each other only when entering
its range. The RSU periodically broadcasts a beacon to
let the vehicles know the downloading service available
at the RSU. Upon receiving the beacon, a vehicle sends
back a request when it has data to download from the
RSU. Without loss of generality, we assume any contents
requested by vehicular users are available at the RSU
which obtains the contents in advance via the Internet
by data prefetching methods [20]. The RSU can deal with
the requests only one by one (i.e., unable to transfer data
packets to multiple vehicles concurrently).

The IEEE 1609.4 standard for Wireless Access in Ve-
hicular Environments (WAVE) has been proposed for
multi-channel operations over DSRC spectrum to sup-
port safety-related as well as non-safety realated appli-
cations [21], [22]. We assume that every node has two
wireless interfaces: control interface and data interface.
The control interface is used for control packets and
safety messages. The data interface is used for all other
kinds of data packets and operates in different channels
from one of the control interface, so that data traffic does
not interfere the control channel. In our system model,
we mainly focus on the data interface and consider
separately the data packets and control packets (e.g.,
beacon message).

A data rate in V2I communication is mainly deter-
mined by a distance from a vehicle to the RSU [23] and
the vehicle gains higher data rate when it locates closer
to the RSU. According to a road segmentation model
presented in [18], the road is divided into k segments
denoted as Sj(j = 1, 2, ..., k) and the length of each
segment is denoted as ||Sj ||. The RSU is located in the
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center segment such as S⌈k/2⌉. Each segment is assigned
corresponding data rate rj and the vehicle is supposed
to download data at rj in Sj .

We assume each vehicle will download the data pack-
ets from the RSU with probability α (download probabil-
ity). A vehicle is denoted as busy vehicle when it requests
the RSU for data downloading otherwise idle vehicle.
A probability that there are n busy vehicles in Sj is
formulated as (αρ||Sj ||)n

n! where ρ = λ/v is the traffic
density when the vehicle arrival rate is λ vehicles/sec.
and the speed of the vehicles in the road is v. Then, the
probability follows the normalized Poisson distribution
such that [24]:

PB
j (n) =

(αρ||Sj ||)n/n!∑CB
j

i=0(αρ||Sj ||)i/i!
(1)

where CB
j is the physically-possible maximal number of

busy vehicles in Sj .
We define the downloading throughput and the deliv-

ery delay in this paper as follows.
• Downloading throughput is the amount of total data

packets downloaded from the RSU. Our motivation
of this study is how to fully utilize V2I and V2V
communication for data downloading service in
order to avoid access to expensive cellular networks.
Thus, we aim at maximizing the average through-
puts of all user requests.

• Delivery delay is the latency from the expected time
to receive all the data packets (denoted as deadline)
to the actual time to receive it (denoted as com-
pletion time). This metric is important when data
downloading is necessary for realtime applications
such as video streaming and online gaming service.

4 COOPERATIVE DOWNLOADING AND FLOW
SCHEDULING

In this section, we discuss cooperative downloading and
flow scheduling. We study two strategies to maximize
the throughput and minimize the delivery delay and
then propose our algorithm MMCD which elegantly
integrates both these two characteristics.

4.1 Maximizing the Downloading Throughput
According to the system model presented in section
3, higher data rate can be achieved when the vehicle
is closer to the RSU. Leveraging this feature of the
model, Cooperation-aided Max-Rate First (CMRF) has
been proposed in [18], which greedily employs more
vehicles located in road segments with higher data rate.
First, the RSU orders requests from busy vehicles in
order of decreasing the data rate and selects a request
from a busy vehicle located in a road segment with the
highest data rate of all. The RSU further searches idle
vehicles which can be cooperators of the selected busy
vehicle. The cooperators are supposed to locate within
a communication range of the busy vehicle so that they

can download data from the RSU and relay it to the busy
vehicle later via V2V communication. Then, the RSU
selects one of the cooperators if it is closer to the RSU
than the busy vehicle (i.e., higher data rate is achieved).
We only consider one hop relay from the cooperator
to the destination of the busy vehicle and thus it does
not relay the data to other vehicle nodes in multi-hop
manner.

As assumed that all vehicles drive at constant speed,
if any V2V connection is stable once connected, expected
throughput with CMRF method is formulated as [18]:

TC =
1

1− Pidle

(⌈k/2⌉∑
j=1

rPj P{NB
j +NB

k+1−j > 0}

·P
{ k−j∑
i=j+1

NB
i = 0

}
+ r⌈k/2⌉P{NB

⌈k/2⌉ > 0}

)
(2)

where NB
j is a random variable representing the number

of busy vehicles in Sj . rPj is data rate gained after
involving the help of a cooperator in Sj so that rj ≤ rPj .
Pidle is the probability that there is no busy vehicles in
Sj , given by:

Pidle =

k∏
j=1

PB
j (0) (3)

Equation 2 indicates that a vehicle at a road segment
with lower data rate is selected as a cooperator only if
there exists no other vehicle closer to the RSU. Also, the
vehicle is always selected as a cooperator if it is at the
middle of the road where the RSU is located in front,
i.e., when the distance to the RSU is the shortest and the
highest data rate can be gained.

4.2 Minimizing the Delivery Delay

Assume vehicle i can download all requested data when
it is in Sj , the delivery delay of vehicle i’s request is
given by:

lji = max(ti +
Di

rj
− di, 0) (4)

where ti is time to start downloading data from the RSU
while di is deadline of the request. Expected average
delivery delay of all requests is formulated as:

L =
1

1− Pidle

C1∑
n1=0

· · ·
Ck∑

nk=0

∑nj

i=0

∑k
j=1 l

j
i∑k

j=1 nj

k∏
j=1

PB
j (nj) (5)

Consider L in the worst case when the SPTF(CMRF)
policy is applied. Assume the requests are ordered in
decreasing order of deadline di (i.e., d1 > d2 > · · · > di )
while transmission time Di

rj
is in increasing order. SPTF

policy is optimal for finding minimum total communi-
cation duration but not for finding minimum average
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delivery delay because it is highly possible to maximize
delivery delay lji of requests in latter of the queue.

To minimize the maximum delivery delay of each
request, it is simple and effective to use a traditional
method of Earliest Due Date (EDD) scheduling policy
[25]. As following EDD policy, the RSU orders the re-
quests in increasing order of their deadline and always
serves the earliest one at first.

4.3 MMCD: Max-throughput and Min-delay Coopera-
tive Downloading

We have introduced two existing methods: CMRF
scheme and EDD scheduling policy, which can maximize
the download throughput and minimize delivery delay,
respectively. These methods are effective and simple,
however; they have also disadvantages as follows.

First, CMRF scheme is not always effective to mini-
mize the delay of each request. Since the RSU orders the
requests by data rate, the requests are sequenced nearly
according to their processing time, which is Shortest
Processing Time First (SPTF) scheduling policy [25]. Here,
the processing time means duration of communication
between the RSU and each vehicle. The RSU always
selects a vehicle in a road segment with the highest data
rate so that V2I communication duration is expected to
be shorter than selecting one with the lowest data rate.
Note that the RSU does not always follow SPTF policy
since the first selected request may take more processing
time than the successive ones because of the size of data
packets. For example, the communication duration can
be D1

rj1
> D2

rj2
if D1 >> D2 and rj1 > rj2 where D1 is

the size of data packets and rj1 is data rate for the first
selected request and D2 and rj2 for the next selected
request.

Second, EDD scheduling policy is unsuitable for max-
imizing the download throughput because the RSU will
transfer data on the basis of round robin scheduling.
The operation of the RSU is divided into time slots and
each flow is assigned into a slot based on the deadline.
When we assume that a duration of each time slot is
∆t, the total duration of RSU operation is

∑k
j=1(nj∆t)

and the total amount of data transferred by the RSU
is
∑k

j=1(njrj∆t). Then, expected throughput with EDD
policy is formulated as [18]:

TT =
1

1− Pidle

C1∑
n1=0

· · ·
Ck∑

nk=0

∑k
j=1 njrj∑k
j=1 nj

k∏
j=1

PB
j (nj) (6)

where nj denotes the number of busy vehicles in Sj . It
is TC >> TT verified by numerical analysis presented in
[18].

Thus, we propose MMCD (Max-throughput and Min-
delay Cooperative Downloading), a cooperative down-
loading algorithm in vehicular networks. The main idea
of our algorithm is to take advantages of both strategies
which maximizes the throughput by actively employing

vehicles in a segment with higher data rate and min-
imizes delivery delay by giving a higher priority to a
request which deadline is earlier, respectively.

More specifically, the RSU takes following four phases
to schedule each flow and make effective cooperative
downloading in drive-thru Internet.

1) The RSU orders the request of vehicular users
based on their deadlines by following EDD
scheduling policy.

2) After the RSU selects one busy vehicle with the
earliest deadline, it further searches a cooperator
who is located in a road segment closer to the RSU
than the busy vehicle. (i.e., seek higher data rate)

3) If the RSU finds such a cooperator of the busy ve-
hicle, it transfers the data packets to the cooperator
within a certain time slot.

4) The RSU returns to the first phase and operates the
new transmission (may serve the same vehicle at
the previous step but transfer other data packets)
at the next time slot.

The above phases of flow scheduling are summarized
as shown in Algorithm 1.

Algorithm 1 Flow scheduling
if RSU receives a new message
msgi(request, location, deadline) from busy vehicle i
then

add msgi to a request queue and order it by EDD
policy;

end if
select msgj of busy vehicle j at the top of the queue;
cooperatorsj ← find cooperators(j)
if cooperatorsj ̸= NULL then
cooperatorj ←MIN(cooperatorsj .distance)
// distance to the RSU
next-hop← cooperatorj ;

else
next-hop← j;

end if
transfer data packets to next-hop based on
msgj .request within time slot ∆t;

In V2V communication, the cooperator relays the data
packets to the busy vehicle while both of them do not
have ongoing communication with any other node. The
cooperator can be a relay node for multiple destinations
and manages a queue of data downloaded from the RSU.
Data in the queue is also ordered by EDD scheduling
policy so that the cooperator preferentially forwards data
packets with the earliest deadline to a destination of the
busy vehicle.

5 PERFORMANCE EVALUATION
We evaluate the performance of proposed MMCD by
extensive experiments in simulator NetLogo [26]. The
performance of MMCD is compared with a state-of-art
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cooperative downloading protocol, CMRF. Performance
metrics are throughput and delivery delay as defined
in Section 4, and on-time arrival rate which indicates
how many requests are delivered to a final destination
without any delay in all requests such as: A = ns

N where
ns is the number of requests delivered to each user until
a deadline and N is the number of all the user requests.
Since those performance metrics are highly affected by
a network topology of vehicles, we create ten network
examples for every experiment and derive an average of
them as a final result.

5.1 Simulation Settings

We consider a highway scenario where there is a straight
road with a single lane and vehicles go ahead until
reaching at the right end of the road. The length of
the road is 8000 m and an RSU is located at 1000 m
away from the left end. 200 vehicles are injected from
the left end by following a Poisson distribution with
λ vehicles per second and the speed of the vehicles is
20 m/sec. The communication range of the RSU is 400
m and four data rates are used corresponding to the
distance from the RSU to each road segment as shown in
Table. 2. The communication range of a vehicle is also
400 m in V2I communication and 200 m in V2V com-
munication because of each connection built in different
communication modes: infrastructure mode and ad hoc
mode, respectively. The connection in ad hoc mode is
unstable because of high mobility of the vehicles. Thus,
we assume the vehicles cannot directly communicate
with each other when the distance between them is long
as more than 200 m.

Every vehicle has data packets to download from the
RSU with download probability α. The size and deadline
of the data packets vary depending on each busy vehicle,
which follow a Poisson distribution with mean size of 5
to 50 MB and with mean time of 10 sec., respectively.
Note that we set a clock on each vehicle in this simula-
tion and the clock starts ticking when the vehicle enters
to communication range of the RSU. ”The deadline is
10 sec.” means the data requires to be transferred to a
busy vehicle until its clock shows the time of 10 sec.
We assume the RSU calculates the deadline of all data
packets when it receives requests from each user. Main
parameters are summarized in Table 1.

5.2 Simulation Results

5.2.1 Download Probability
We evaluate the performance of MMCD (our algorithm)
and CMRF with two different traffic density: sparse
and dense, while changing download probability α. In
this set of experiments, we fix the mean size of data
packets as 50 MB. Fig. 2 and Fig. 4 show the average
throughput and delivery delay per user in sparse traffic
(λ = 0.1), respectively. In Fig. 2, the average delivery
delay slowly increases in MMCD, comparing to that of

TABLE 1
Main parameters used in the simulation

Parameters Value
Length of a road (m) 8000
Number of vehicles 200
Speed of vehicle (m/sec.) 20
Communication range of RSU (m) 400
Communication range of vehicle (m) 200(V2V), 400(V2I)
Data rate (Mbps) rj = {3, 6, 12, 24}
Traffic density (vehicles/sec.) λ = {0.1, 0.5}
Download probability α = {0.1, 0.2, ..., 0.9}
Mean size of data packets (MB) D = {5, 10, ...., 50}
Mean time of deadline (sec.) 10

TABLE 2
Parameters of road segments

Road segment S1 S2 S3 S4 S5 S6 S7

Distance from RSU (m) 300 150 75 0 75 150 300
Length (m) 200 100 50 100 50 100 200
Data rate (Mbps) 3 6 12 24 12 6 3

CMRF. Especially when the download probability is 0.9,
MMCD successfully reduces the delay less than about
20% of the average delay in CMRF. On the other hand,
the average throughput in MMCD gets slightly lower
than CMRF when the download probability is more than
0.3 as shown in Fig. 4. This is because more vehicular
users require to download data (more busy vehicles)
when the download probability increases and they com-
pete for access to the RSU. With CMRF strategy, the
RSU always selects a vehicle with the highest data rate
that maintains high download throughput on average
although the number of access to the RSU is increased.
However, MMCD gains only less than 8% of the average
throughput in CMRF (α = 0.9) and thus the result is
still acceptable. We conclude that MMCD can reduce the
delivery delay while gaining high enough throughput in
the sparse traffic scenario where vehicles highly compete
for access to the RSU.

We also consider a dense traffic scenario (λ = 0.5) and
Fig. 5 and Fig. 3 show the average throughput and deliv-
ery delay per user in the scenario, respectively. The per-
formance of both methods degrades more significantly
according to the download probability because of higher
contention of downloading. However, as can be seen in
Fig. 3, MMCD greatly reduces the average delay compar-
ing to CMRF when the download probability increases.
On the other hand, in Fig. 5, MMCD’s performance gets
worse according to the download probability. Meanwhile
CMRF more greedily uses vehicles with higher data rate
so that the high throughput is maintained, MMCD gives
a priority to a request with a shorter deadline and it
tends to be difficult for a vehicle to find cooperators
which is idle as well as stays in a road segment with high
data-rate when the download probability increases. We
conclude that MMCD greatly reduces the delivery delay
while maintaining minimal downloading throughput in
the dense traffic scenario.

Fig. 6 shows the on-time arrival rate and compares the
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Fig. 2. Average delay vs. download probability in
sparse traffic (λ = 0.1)
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Fig. 3. Average delay vs. download probability in
dense traffic (λ = 0.5)
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Fig. 4. Average throughput vs. download probability
in sparse traffic (λ = 0.1)
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Fig. 5. Average throughput vs. download probability
in dense traffic (λ = 0.5)

performance of CMRF and MMCD in the sparse and
dense traffic scenario, respectively. Not many requests
are delivered without any delay such that at most 16% of
all requests and at most 10% of all requests are arrived on
time when using CMRF and MMCD, respectively in the
sparse traffic scenario. The on-time arrival rate becomes
much lower in both CMRF and MMCD for the dense
traffic scenario as shown in Fig. 6. This is because we
consider that the mean size of data is 50 MB in this
set of experiments. It is not small enough to complete
downloading via drive-through Internet systems where
the highest-data rate in a road segment is 24 Mbps as
shown in Table 2. The impact of the data size on the
downloading performance will be addressed in the next
section 5.2.2.

It is particularly worth nothing that the on-time arrival
rate of MMCD is lower than that of CMRF in the
sparse traffic scenario especially when the download
probability is more than 0.5, while the delivery delay of

MMCD is less than that of CMRF as shown in Fig. 2. The
results demonstrate that MMCD properly manages data
packets of requests based on the deadline and optimizes
the whole system by minimizing the average delivery
delay. Meanwhile, CMRF achieves the higher arrival rate
but the average delivery delay increases, that indicates
CMRF can reduce the delivery delay for only some
“randomly selected” requests by sacrificing any others
which have to be waited for a longer period. It is not
suitable for the system including requests from real-time
applications where time is the most important factor.

5.2.2 Mean size of data packets

We examine the impact of the size of data packets on
the performance of MMCD and CMRF. In this set of
experiments, we fix the download probability as α = 0.9
and change the mean size of data packets from 5 to 50
MB. Fig. 8 shows the mean delivery delay of the two
methods in the sparse (λ = 0.1) and dense (λ = 0.5)
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Fig. 6. On-time arrival rate vs. download probability
when the mean size of data packets is 50 MB (D =
50)
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Fig. 7. On-time arrival rate vs. mean size of data
packets when the download probability is 0.9 (α =
0.9)
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Fig. 8. Average delay vs. mean size of data packets
when the download probability is 0.9 (α = 0.9)
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Fig. 9. Average throughput vs. mean size of data
packets when the download probability is 0.9 (α =
0.9)

traffic scenario, respectively. In the sparse traffic scenario,
the delay of CMRF is lower than or equal to that of
MMCD when the data size is small such as D ≤ 40.
This is because CMRF takes a shorter time to download
packets by employing higher-data-rate vehicles than
MMCD, that results in saving enough time to deliver the
packets to a final destination until the deadline. How-
ever when the data size becomes larger, downloading
itself consumes more time and download scheduling is
necessary to meet a deadline of each request. MMCD
functions adequately in regard to this point and thus
outperforms CMRF when D > 40. Likewise in the dense
traffic scenario, CMRF outperforms MMCD when the
data size is relatively small because of the same reason.
However when the data size becomes larger such as
D > 20, the delay of CMRF drastically increases while
that of MMCD slowly increases. The results demonstrate

that MMCD can reduce the delivery delay even when the
data size to be downloaded from the RSU is large in the
dense traffic scenario.

Fig. 9 shows the mean throughput of MMCD and
CMRF in the sparse and dense traffic scenario, respec-
tively. In the sparse scenario, we can see little difference
between the two methods. With results of the delivery
delay as shown in Fig. 8, we conclude that MMCD
works better when the mean size of data packets is
large in the sparse traffic scenario. On the other hand,
in the dense traffic scenario, the data size causes a gap
between MMCD and CMRF. CMRF maintains the high
throughput while MMCD degrades its performance with
the increasing the data size. With results of the delivery
delay as shown in Fig. 8, we conclude that the delivery
delay and throughput have a trade-off relationship un-
der the dense traffic scenario when the mean size of data
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packet is relatively large such as D > 20. In practical use,
the RSU may restrict the data size to be downloaded by
each user in order to satisfy a user’s requirement for
deadline. For example, the average delivery delay can
be minimized when each user requests to download up
to 20 MB data packets.

We also examine the impact of the data size on the
on-time arrival rate and Fig. 7 shows the performance
of CMRF and MMCD in the sparse and dense traffic
scenario, respectively. In the both traffic scenarios, there
is not a big difference between MMCD and CMRF and
the on-time arrival rate is relatively higher when the
mean size of data packets is smaller. It is noteworthy that
almost 0% of requests is delivered on time when the data
size is large such as D > 30 in the dense traffic scenario
although CMRF gains the high average throughput as
shown in Fig. 9. This indicates a capacity of data flow
in vehicular networks is reached. Thus to reduce the
delivery delay, one solution is to restrict the data size
in the same way as MMCD. Another solution could be
to use a technique for improving a network throughput
(e.g., network coding [27]) and/or for removing redun-
dant data packets if neighboring users request the same
information (e.g., in-network processing [28]), so that
both high throughput and low delay are achieved even
in the dense traffic scenario.

6 DISCUSSION

In the previous section, experimental results demon-
strate that our proposed algorithm MMCD minimizes
the average delivery delay per user while satisfying
the average throughput as high as that of CMRF in
the sparse traffic scenario. This is reasonable because a
conventional highway road is not congested with traffic
and MMCD works well especially when vehicular users
highly compete for access to the RSU as well as have a
large size of data packets to be downloaded.

On the other hand, we also find the trade-off between
the delivery delay and downloading throughput under
the dense traffic scenario. MMCD can highly reduce
the average delivery delay, however while it sacrifices
the average downloading throughput when compared to
CMRF. This means that we may need more sophisticated
integration between MMCD and CMRF to optimize the
performance.

We show an example to solve the problem here. In
the dense traffic, vehicles compete for access to the RSU
especially when the download probability is high. When
applying CMRF under such a situation, it is guaranteed
to always select a vehicle closest to the RSU so that the
downloading throughput keeps high. However when
applying MMCD, the order of a request deadline is much
prioritized that can reduce the delivery delay but results
in lower throughput than CMRF. In order to take more
advantages of CMRF, we relax a condition of EDD policy
in the flow scheduling at the RSU. Algorithm 2 shows a
modified algorithm of the flow scheduling at the RSU

Algorithm 2 Flow scheduling with a threshold value
if RSU receives a new message
msgi(request, location, deadline) from busy vehicle i
then

if msgi.deadline < threshold then
add msgi to EDD queue and order it by EDD
policy;

else
add msgi to MRF queue and order it by MRF
policy;

end if
end if
if EDD queue is empty then

select msgj of busy vehicle j at the top of MRF
queue;

else
select msgj of busy vehicle j at the top of EDD
queue;

end if
cooperatorsj ← find cooperators(j)
if cooperatorsj ̸= NULL then
cooperatorj ←MIN(cooperatorsj .distance)
// distance to the RSU
next-hop← cooperatorj ;

else
next-hop← j;

end if
transfer data packets to next-hop based on
msgj .request within time slot ∆t;

and its brief summary is as follows. When the RSU
receives a request from a vehicle, it checks whether a
request deadline is less than a threshold value. If so,
the request is added to EDD queue which is ordered by
EDD policy. If not, it is added to another queue, called
Max-Rate-First (MRF) queue, which is ordered according
to a distance from the RSU (i.e., shortest distance first).
If EDD queue is not empty, the RSU selects a request
with the earliest deadline from EDD queue; otherwise it
selects a request with the highest data rate from MRF
queue. All other procedures are the same with MMCD.
We assume that the threshold value can be flexibly set
by a system administrator according to traffic conditions,
user demands, and etc.

We conduct simulation experiments for the modified
algorithm where simulation settings are the same in
section 5.2.1. We set the threshold value as five sec.
which is a half period of the mean deadline of requests
(see Table 1). Results are shown in Fig. 10 and Fig. 11. As
we can see, modified MMCD reduces the delivery delay
rather than CMRF while the throughput gains higher
than original MMCD. This means that the performance
of MMCD can be optimized by properly tuning param-
eter values according to traffic conditions, i.e., dense
traffic scenario. Not only the traffic conditions, but also
others such as QoE (Quality of Experience) would be
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Fig. 10. Average delay vs. download probability in
dense traffic (λ = 0.5)

0 0.2 0.4 0.6 0.8 1
0

10

20

30

40

50

60

70

Download probability

A
ve

ra
ge

 d
ow

nl
oa

de
d 

da
ta

 p
er

 u
se

r 
(M

B
)

 

 

CMRF
MMCD
modified MMCD

Fig. 11. Average throughput vs. download probability
in dense traffic (λ = 0.5)

considered to create more satisfying user experiences.
This is the first step in designing cooperative download-
ing system for highway VANETs and gives a clue to
develop effective highway drive-thru Internet systems
using cooperative V2V communication. As our future
work, we will analyze the impact of several factors
(e.g., traffic density pattern, vehicle mobility, type of
service) on the performance and find characteristics and
relationships between the factors and performance to
develop a optimal solution.

7 CONCLUSION AND FUTURE WORK
In this paper, we study cooperative downloading for
drive-thru Internet systems using vehicular networks
and propose an effective cooperative downloading algo-
rithm called MMCD. It minimizes the average delivery
delay of each request of vehicular users while main-
taining the high downloading throughput in highway
scenarios where vehicles highly compete for access to
the RSU. The extensive simulations evaluate the perfor-
mance of MMCD and show the efficiency of our algo-
rithm by comparing to the performance of a state-of-the-
art cooperative downloading algorithm in a sparse traffic
scenario. We also find a trade-off relationship between
the delivery delay and downloading throughput under
the dense traffic scenario. We address how to obtain an
optimal solution and give an initial clue to design an
alternative based on MMCD.

For our future work, we will further verify the perfor-
mance of MMCD by conducting simulations with real
measurements of GPS traces [29]. Moreover, we will
consider various kinds of scenarios including changeable
traffic patterns, different vehicular speed, multiple lanes
in the same road, various road patterns, and so on.
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