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Abstract—Currently, more than 9 billion things are connected in the Internet of Things (IoT). This number is expected to exceed 20 billion in the near future, and the number of things is quickly increasing, indicating that numerous data will be generated. It is necessary to build an infrastructure to manage the connected things. Cloud computing has become important in terms of analysis and data storage for IoT. In this paper, we consider a cloud broker, which is an intermediary in the infrastructure that manages the connected things in cloud computing. We study an optimization problem for maximizing the profit of the broker while minimizing the response time of the request and the energy consumption. A multi-objective particle swarm optimization (MOPSO) is proposed to solve the problem. The performance of the proposed MOPSO is compared with that of a genetic algorithm and a random search algorithm. The results show that the MOPSO outperforms a well-known genetic algorithm for multi-objective optimization.

Index Terms—Internet of Things, Cloud Broker, Particle Swarm Optimization, Multi-objective Optimization.

I. INTRODUCTION

INTERNET of Things (IoT) is an Internet technology that connects machines and tools with each other via the Internet or wireless technologies, e.g., Wi-Fi, Radio-Frequency Identification (RFID), Bluetooth Low Energy (BLE), ZigBee and so on, as shown in Figure 1. The things and data that are connected in IoT outnumber the world population in 2011. Currently, 9 billion things are connected, and this number could exceed 24 billion by 2020 [1]. A lot of data will be generated in the future because the number of things is rapidly increasing. Therefore, big data and cloud computing will play important roles in terms of analysis and data storage. Cloud computing (CC) is a service delivered through data centers, which are based on virtualization technologies.

CC provides and delivers the service to clients or users on demand [2]. The clients could use software, systems, and computing resources of the cloud service provider through the Internet anywhere and anytime, as shown in Figure 2. Moreover, some clients who use a mobile device (e.g., smartphone and tablet) could detect and use the computing resources on other mobile devices through device-to-device (D2D) communications [3]. The service in the CC is classified into the following three categories. The first service is Software as a Service (SaaS) in which clients can run software through the Internet without installing and maintaining the software. The second service is Platform as a Service (PaaS) to provide a platform allowing clients to develop, run, and manage applications virtualization servers. The third service is Infrastructure as a Service (IaaS) in which organizations can outsource support operations, including hardware, storage, servers, and networks. Service providers will own equipment, work responsibilities, and maintenance by clients, who have the option to pay by actual usage.

IoT in the future poses a challenge whereby a huge number of things and data are connected through the Internet. An infrastructure should be developed to manage and support this quantity of connected things. To overcome this challenge, we utilize an intermediary of IaaS in CC to manage the connected things and data in IoT. In CC, a request from clients sometimes can be submitted to the cloud through the intermediary, which resides between the clients and cloud service providers. We use it (called a cloud broker hereafter) to optimize resource selection in CC. Cloud brokering matches the requests from clients with offers provided by the service providers. In a sense, the cloud broker is expected to simply find the best deal between the clients and service providers with the maximum profit. On the other hand, the clients are expected to minimize...
In this section, we describe the related work on the resource management optimization problems in CC [4]–[6]. In [4], the authors investigated a scheme to reduce energy consumption, and the profit of the broker. We use a multi-objective particle swarm optimization (MOPSO) scheme to find the optimal solution for this multi-objective optimization problem because MOPSO can be used to find a Pareto-optimal solution for the cloud brokering.

The main contributions of this paper can be summarized as follows:

- We investigate a cloud brokering problem in a cloud IoT system by considering the energy consumption, broker profit, and response time.
- A novel optimization problem is formulated to solve how to maximize the broker profit and to minimize the energy consumption of the system and response time of users. We propose a PSO scheme to solve a single-objective problem and also design a MOPSO scheme to solve a multi-objective problem.
- The MOPSO is proposed to solve the formulated problems. We take extensive simulations to evaluate the MOPSO. The performance of the proposed MOPSO is compared with that of a well-known GA and a random search algorithm.

In this paper, we review the related work in Section II. Then, we describe a system model and propose an optimization problem because MOPSO can be used to find a Pareto-optimal solution for this multi-objective optimization problem. We investigate a cloud brokering problem in a cloud IoT system by considering the energy consumption, broker profit, and response time.

Cloud computing resource management problems such as scheduling, load balancing and mapping are NP-hard. It implies that there are no optimal algorithms to solve these problems. However, these problems have already been addressed by several methods of computational intelligence such as the EA, ant colony optimization, and fuzzy and neural networks. In this section, we describe the related work on the resource management optimization problem in CC.

Several studies proposed EAs for solving the resource management optimization problems in CC [4]–[6]. In [4], the authors investigated a scheme to reduce energy consumption, which is an important problem in CC. They proposed a multi-objective GA and a greedy heuristic algorithm. The proposed algorithms are used to optimize the energy consumption, CO2 emissions and deployment cost. A performance comparison of the MOGA and the greedy heuristic was presented. The MOGA outperforms the greedy heuristic in terms of energy consumption and CO2 emissions.

The EAs have been used to find optimal solutions of various optimization problems in a wireless sensor network (WSN) [7]–[9]. A GA was proposed to optimize two objectives in [7]. The objectives consist of the connectivity of sensor nodes and the coverage in a $k$-covered hotspot area. In [8], the authors proposed a genetic algorithm for solving a node placement problem in WSN. The algorithm involves
maximizing the coverage and the network lifetime. **EVOLT** was proposed in [9]. It is an EA with new genetic operators that are aging, age-based crossover, aged-based mutation, and fitness-based crossover. The **EVOLT** was proposed to solve the problem using high-dimensional quality of service (QoS) optimization for power grid communication networks.

Several studies proposed a novel algorithm/framework for solving optimization problems in wireless networks [10], [11]. Recently, a complex alliance strategy with multi-objective optimization of coverage was proposed in [10]. It is a novel algorithm that could improve the effectiveness of sensor node coverage and the network lifetime in WSNs. The authors also presented a scheme to calculate coverage expectation and proportionality. In [11], the authors focused on an optimal forwarding problem in mobile ad-hoc networks (MANETs). A novel game-theoretic framework was proposed for examining the optimal forwarding problem of a two-hop f-cast relay algorithm in MANETs. The proposed algorithm indicates the relationship between the forwarding behaviors and the final throughput capacity.

Several studies proposed a novel model/framework for solving problems in cloud computing [12]–[16]. CSAM-ISSG was proposed in [12]. It is an imperfect information Stackelberg game with hidden Markov model (HMM) for a cloud resource allocation model in a cloud computing environment. The proposed model can increase the profit of both the service providers and the applicant. In [13], the authors proposed a service framework and a pricing strategy for a multi-cloud environment. The proposed framework can provide streaming big data computing service and maximize the profits of the multi-cloud intermediary. The profits of the proposed pricing strategy are higher than other pricing strategies. Recently, a cloud-centric multi-level authentication as a service was proposed in [14]. The proposed approach is for secure public cloud-centric multi-level authentication as a service framework and a pricing strategy for a multi-cloud providers and the applicant. In [15], the authors proposed a control system that consist of two levels. The system manages the mapping of workloads to virtual machines (VMs) and VMs to physical resources. They considered the minimization of wasted resources, power consumption and the temperature of a cloud system as three optimization objectives. The performance of the proposed GA was compared with that of two algorithms, and four bin-packing algorithms and two single-objective approaches are used.

**PSO** was proposed for solving various problems in CC in [20], [21]. In [20], the authors proposed an adaptive power-aware virtual machine provisioner as a novel metascheduler. They used self-adaptive particle swarm optimization (SAPSO) to solve a virtual machine placement problem. They presented a performance comparison of standard PSO, multi-ensemble particle swarm optimization and SAPSO using five experiments. In the first experiment, they presented a performance comparison of detecting and tracking an optimal target server. Next, they analyzed the number of failures in VM provisioning. The rate of failure in VM provisioning with fixed and variable evaporation factors was analyzed using the third experiment. They demonstrated the impact of exploiting power-saving states along with dynamic voltage frequency scaling (DVFS) in VM provisioning. Finally, a performance comparison of the power trade-offs was presented. [21] proposed a PSO-based heuristic scheme to minimize computation and communication costs for workflow scheduling in cloud environments. The performance of the proposed algorithm is compared with that of a greedy best resource selection algorithm.

Several studies proposed ant colony optimization for solving various problems in CC [22]–[24]. In [22], the authors investigated a virtual machine placement problem in a CC environment. They proposed a multi-objective ant colony algorithm for improving the power efficiency and resource utilization. The performance algorithm is compared with that of a multi-objective genetic algorithm and two single-objective algorithms. The results show that the proposed algorithm is better than the other algorithms. A new cloud scheduler
based on ant colony optimization was proposed in [23] for executing parameter sweep experiments in clouds. They also formulated a problem as minimizing the weighted flowtime and makespan. In [24], the authors investigated a workload placement problem in CC. They proposed a multi-dimensional bin-packing problem and ant colony optimization to compute the placement dynamically. They compared the performance of their algorithm with that of a greedy algorithm such as First-Fit Decreasing.

In this paper, we apply multi-objective particle swarm optimization to a cloud brokering system. We consider it as an optimization problem with the following three objectives: maximizing the profit of the cloud broker and minimizing the response time of requests and the energy consumption. More details are presented in Sections III and IV.

III. Problem Statement

In this section, we describe the problem statement of cloud brokering in CC. The cloud model in this paper is an IaaS. As shown in Figure 3, our model consists of \( N \) clients, one cloud broker and \( M \) cloud service providers. The cloud broker has to find the best configuration between the clients and the cloud service providers. We use the set \( U = u_1, ..., u_N \) to denote \( N \) clients and the set \( S = s_1, ..., s_M \) to denote \( M \) service providers in the model. Each service provider has a limited capacity for handling the requests from clients and the total number of handling requests in the service provider needs to be greater than the number of requests from the a client. In order to describe the process of service providers, we introduce a binary variable \( b_{ij} \) with \( i = 1, ..., N \) and \( j = 1, ..., M \) as follows:

\[
b_{ij} = \begin{cases} 
1, & \text{if } s_j \text{ handles the request from } u_i \\
0, & \text{otherwise}
\end{cases}
\] (1)

Clients are expected to complete their jobs in a minimal time when they submit requests to the cloud broker and service providers. Therefore, we consider the response time of requests from clients. We set \( L_{ij} \) as the latency between client \( i \) and service provider \( j \). It can be measured as \( L_{ij} = CT - AT \), where \( CT \) is the current time and \( AT \) is the arrival time of a request from client \( i \) at service provider \( j \). When the service provider receives a request from a client, the service provider has to spend time \( T_j \) to execute the request. Thus, the first objective is the minimization of the response time \((RT)\) of requests. It is formulated as follows:

\[
RT = \sum_{i=1}^{N} \sum_{j=1}^{M} b_{ij}(L_{ij} + T_j)
\] (2)

A client submits his/her request to a service provider through the cloud broker. The cloud broker manages and finds the best solution for the client’s satisfaction. Meanwhile, the broker is expected to make a profit from the task. Therefore, the profit of the broker is considered as the second objective. We set \( P_i \) as the price from client \( i \) and \( C_j \) as the cost of service provider \( j \). Thus, the second objective is the maximization of the profit \((P)\) of the cloud broker, formulated as follows:

\[
P = \sum_{i=1}^{N} \sum_{j=1}^{M} b_{ij}(P_i - C_j)
\] (3)

To execute the request from the client, the service provider has to complete the job with minimal energy consumption. Thus, we consider the energy consumption to be an important issue in CC as an objective. We assume that \( E_j \) is the energy consumption that service provider \( j \) used to execute the job. The total energy consumption of all the service providers is formulated as follows:

\[
E = \sum_{i=1}^{N} \sum_{j=1}^{M} b_{ij} \cdot E_j
\] (4)

The last objective is to minimize the total energy consumption of the system. With the above three objectives, we consider the optimization problem of the cloud broker as a single-objective and multi-objective optimization problems. We describe the single-objective optimization problem in Section III-A and describe the multi-objective optimization problem in Section III-B.

A. Single-Objective Optimization Problem

In the beginning, we consider the three objectives as a single-objective optimization problem, and we state the utility function of the cloud broker as follows:

\[
U = \omega_1 RT + \omega_2 E - \omega_3 P
\] (5)

where \( \omega_1, \omega_2 \) and \( \omega_3 \) are the weighting factors of the response time of requests, the profit of the cloud broker and the total energy consumption of the system, respectively. The sum of weights is equal to one \((\omega_1 + \omega_2 + \omega_3 = 1)\). \( RT \) is the response time of requests of the system that is calculated using Eq. (2). \( E \) is the total energy consumption of the system that is calculated using Eq. (4). \( P \) is the profit of the cloud broker that...
is calculated using Eq. (3). Hence, the optimization problem of the cloud broker is to minimize the utility function as follows:

\[
\text{Minimize } U = \omega_1 RT + \omega_2 E - \omega_3 P \quad (6)
\]

Subject to

\[
\sum_{i=1}^{N} x_{ij} \leq A_j \quad (7)
\]

\[
\sum_{j=1}^{M} b_{ij} \geq R_i \quad (8)
\]

\[
A_j, R_i \geq 0 \quad ; i = 1, ..., N; j = 1, ..., M \quad (9)
\]

where \(R_i\) is the number of requests from client \(i\) and \(A_j\) is the capacity of the service provider \(j\). Constraint (7) indicates whether the total number of requests from clients to service provider \(j\) is less than or equal to the capacity of service provider \(j\). Next, constraint (8) indicates whether the total number of requests from client \(i\) to all service providers is greater than or equal to the number of requests from client \(i\). Finally, constraint (9) indicates whether the number of requests and the capacity are positive values.

However, it is very difficult to find the best value for the weights \(\omega_1\), \(\omega_2\) and \(\omega_3\). Thus, we consider and describe the three objectives as a multi-objective optimization problem in the next subsection.

### B. Multi-objective Optimization Problem

To address the assignment problem of the weight values in the single-objective problem, we consider the cloud brokering problem as a multi-objective optimization problem and state the optimization problem of the cloud broker as follows:

\[
\text{Minimize } RT = \sum_{i=1}^{N} \sum_{j=1}^{M} b_{ij}(L_{ij} + T_j) \quad (10)
\]

\[
\text{Minimize } E = \sum_{i=1}^{N} \sum_{j=1}^{M} b_{ij} \cdot E_j \quad (11)
\]

\[
\text{Maximize } P = \sum_{i=1}^{N} \sum_{j=1}^{M} b_{ij}(P_i - C_i) \quad (12)
\]

Subject to

\[
\sum_{i=1}^{N} x_{ij} \leq A_j \quad (13)
\]

\[
\sum_{j=1}^{M} b_{ij} \geq R_i \quad (14)
\]

\[
A_j, R_i \geq 0 \quad ; i = 1, ..., N; j = 1, ..., M \quad (15)
\]

where \(R_i\) is the number of requests from client \(i\) and \(A_j\) is the capacity of the service provider \(j\). Constraints (13), (14) and (15) have the same meaning as the constraints (7), (8) and (9), respectively.

Moreover, the authors in [25] show that the scheduling problem is a NP-hard problem. Therefore, we can conclude that the cloud brokering problem is NP-hard. The NP problem could be solved by using a meta-heuristic algorithm (evolutionary algorithm). In this paper, we use multi-objective particle swarm optimization to solve the cloud brokering problem. The details of PSO and MOPSO are described in the next section.

### IV. Particle Swarm Optimization

This section describes the process of particle swarm optimization (PSO). PSO seeks the Pareto-optimal schedule for the cloud brokering system. The cloud brokering system consists of \(N\) clients, one cloud broker and \(M\) service providers. The objectives are to minimize the response time of requests, to minimize the energy consumption and to maximize the profit of the cloud broker. Our proposed system operates for a smart grid in terms of energy consumption monitoring, management and efficiency. The PSO runs on a cloud broker. PSO performs its optimization process to find the best configuration between the clients and the cloud service providers. Three objective values and the set of solutions are provided to the decision makers when the PSO is finished.

#### A. A Single-Objective PSO

PSO was designed by Kennedy, Eberhart and Shi in 1995 [26] by imitating the motion of a flock of birds. Thus, it is a population-based optimization tool. The PSO can be applied to solve various optimization problems. The population or swarm in PSO represents the set of potential solutions. Each individual or a particle in the population represents a solution position in the search space. Particles move repeatedly through the d-dimensional space to find a new position with the best fitness value.

The particles in the swarm are represented by a position vector \(\vec{x} = (x_{l1}, x_{l2}, ..., x_{lk})\) with the \(l\)-th particles in \(k\)-dimensions. In this case, we assume that the position vector is the set of \(N\) clients and the set of \(M\) service providers, as \(\vec{x} = (x_{11}, ..., x_{N1}, s_1, ..., s_M)\). The velocity vector is represented by \(\vec{v} = (v_{11}, v_{12}, ..., v_{lk})\). The best position of the particle and the best position of the swarm are represented by \(\vec{p} = (p_{l1}, p_{l2}, ..., p_{lk})\) and \(\vec{g} = (g_{11}, g_{12}, ..., g_{lk})\), respectively. The PSO starts by randomly generating particles to form an initial swarm. At each iteration \(t\), the PSO computes the updated velocity vector as follows:

\[
v_{lk}(t + 1) = wv_{lk}(t) + c_1r_1[p_{lk} - x_{lk}(t)] + c_2r_2[g_{lk} - x_{lk}(t)] \quad (16)
\]

where \(c_1\) and \(c_2\) are the learning factors called the coefficient of the self-recognition component and the coefficient of the social component, respectively. \(w\) is an inertia weight. \(r_1\) and \(r_2\) are the random numbers that are uniformly distributed in the interval 0 to 1.

After calculating the updated velocity, the positions of the particles are updated as follows:

\[
x_{lk}(t + 1) = x_{lk}(t) + v_{lk}(t + 1) \quad (17)
\]

where \(l\) is the number of particles and \(k\) denotes the dimension of the particles. The PSO terminates its optimization processes when the number of iterations reaches the maximum limit or the minimum objective function error is satisfied.
Algorithm 1 Particle Swarm Optimization

- Initialize the parameters of the particle swarm
- Randomly set the position and velocity of all particles
- Set each particle’s pBest to the particle position
- Set gBest to the randomized particle position

repeat
  for each particle
    - Calculate the particle’s updated velocity by Eq. (16)
    - Calculate the particle’s position by Eq. (17)
    - Calculate the fitness value by Eq. (6)
    if Fitness of the new position > pBest
      - Set pBest as a new position
      - Select the particle position with the best fitness value as gBest
  until the termination criterion is met

Algorithm 2 Multi-objective Particle Swarm Optimization

- Select gBest
- Calculate the particle’s updated velocity by Eq. (16)
- Calculate the particle’s position by Eq. (17)
- Calculate the fitness value by Eqs. (10), (11) and (12)
- Turbulence operators
  if Fitness of the new position > pBest
    - Set pBest as a new position
    - Select the particle position with the best fitness value as the gBest
- Update the set of gBest in an external archive
until the termination criterion is met

Report results in the external archive

V. PERFORMANCE EVALUATION

In this section, we present the setup of our simulation. Then, we analyze the performance of the MOPSO for the cloud brokering system that optimizes the three objectives described in Section III.

We compare the performance of the MOPSO with that of GA and random search algorithm.

A. Simulation Setup

It is assumed that the simulated cloud brokering is used to find the best deals between 5 clients and 7 service providers with the maximum profit for the cloud broker and minimum response time and minimum energy consumption of the cloud. There are three types of instances: small, large and extra-large. The average execution time and instance prices depend on the instance type. Table I lists the set of parameters used in the cloud brokering system.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cloud Brokering Parameters</strong></td>
</tr>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Instance type</td>
</tr>
<tr>
<td>Average execution time(s)</td>
</tr>
<tr>
<td>Hourly price</td>
</tr>
<tr>
<td>Instance prices</td>
</tr>
</tbody>
</table>
In our simulations, we used jMetal to execute the MOPSO, GA and random search algorithm. jMetal is a simulator for multi-objective optimization problems with meta-heuristics. It utilizes an object-oriented JAVA-based framework. The simulation results are compared to those of a well-known existing GA for multi-objective optimization and the random search algorithm. In this paper, we use a non-dominated sorting genetic algorithm-II (NSGA-II) [28] as the GA for multi-objective optimization because of the low computational requirements, parameter-less sharing and elitist approach of the NSGA-II ($O(mN^2)$, where $N$ is the population size and $m$ is the number of objectives). The simulated binary crossover (SBX) [29] is applied in NSGA-II. The average results of 10 runs of each scenario are compared. The simulation configurations of MOPSO are set as follows: 100 swarms, 100 archives, 250 iterations, and a mutation rate of $1/n$. The simulation configurations of the NSGA-II are set as follows: 100 populations, 250 iterations, a mutation rate of $1/n$, and a crossover rate of 0.9. The summary of the simulation configurations is presented in Table II.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>MOPSO</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of iterations</td>
<td>250</td>
<td>250</td>
</tr>
<tr>
<td>Population Size</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>Swarm Size</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>Archive Size</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>$1/n$</td>
<td>$1/n$</td>
</tr>
<tr>
<td>Crossover rate</td>
<td>-</td>
<td>0.9</td>
</tr>
<tr>
<td>Degree of SBX crossover</td>
<td>-</td>
<td>15</td>
</tr>
<tr>
<td>Degree of polynomial mutation</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

B. Simulation Results

In this section, we divide the simulation results into three parts: C-metric, the results of the single-objective optimization problems that are solved using single-objective particle swarm optimization, and the results of the multi-objective optimization problem that are solved using the MOPSO, GA and random search algorithm. In the first part, the C-metric shows the performance of the solutions of each algorithm. Next, we show a comparison of the weight value of the single-objective optimization problem in the second part. Finally, we show a comparison of the best solutions in each iteration of the three algorithms: MOPSO, GA and random search.

1) C-metric: In these simulations, we use C-metric [30] as a performance metric, which represents how individuals obtained from one algorithm outperform the individuals from another. $C(A, B)$ represents the C-metric between algorithm $A$ and $B$. $C(A, B)$ is calculated as follows:

$$C(A, B) = ||b \in B \mid \exists a \in A : a > b||/|B|,$$

where operator $>$ denotes the dominating algorithm (e.g., $a > b$ represents individual $a$ dominating individual $b$). Thus, if $C(A, B) = 0$, there is no individual in $B$ that is dominated by an individual in $A$. On the other hand, if $C(A, B) = 1$, there is at least one individual in $A$ that dominates all individuals in $B$.

Table III shows the C-metric at iteration 250. The result shows that in terms of the minimum, maximum and average of 10 independent runs, the MOPSO contributes more to the non-dominated frontier than the NSGA-II and random search algorithm. The maximum of $C(MOPSO,NSGA-II)$ is 1, which implies that there is at least one individual in MOPSO that dominates all individuals in $NSGA-II$. In addition, the maximum of $C(MOPSO,RandomSearch)$ is 1, which implies there is at least one individual in MOPSO that dominates all individuals in RandomSearch.

2) Single-Objective Optimization Problem: In this paper, we described the three objectives in the cloud brokering system as a single-objective optimization problem and single-objective PSO to solve the problems in Subsection III-A and IV-A, respectively, because it is difficult to find the best weight value. Thus, we compared the results from the single-objective PSO with three different weight values $(\omega_1, \omega_2$ and $\omega_3$). In our simulations, the weight values are formulated as follows:

$$\omega_1 = random(\lambda)/\lambda$$ (19)

$$\omega_2 = (1 - \omega_1)(\omega_1)$$ (20)

$$\omega_3 = 1 - \omega_1 - \omega_2$$ (21)

where $\lambda$ is a random number that is uniformly distributed as a positive number.

Figure 5 shows the best utility function value of each weight value. Figures 5 shows the comparison of the best utility function value that has weight values ranging from 0.1 to 1.0.
The results show that the utility function value in the single-objective optimization depends on the weight value. We can choose the weight value according to our objective; however, we cannot conclude that it is the best weight value for the problem.

3) Multi-objective Optimization Problem: We describe the three objectives in the cloud brokering system as a multi-objective optimization problem and multi-objective PSO to solve the problems in Subsection III-B and IV-B, respectively. In these simulation results, we present a comparison of the best results of three algorithms: MOPSO, GA and random search algorithm. The simulation setups of each algorithm are described in Subsection V-A.

Figures 6, 7 and 8 show the best results of each scenario based on 10 independent runs. Figures 6, 7 and 8 show the response time, the energy consumption and the profit of the cloud broker at the end of each iteration, respectively. The results show that the MOPSO contributes to the optimality of the response time, the energy consumption and the profit of the cloud broker more than the NSGA-II and random research algorithm. However, the profit of the cloud broker from the random search algorithm is similar to the results from the PSO. It is possible that the random processes in the random search algorithm lead to high values for the three objectives.

Moreover, PSO and GA are similar in terms of population-based search approaches and depend on information sharing among members (particle or individual) in the population to enhance their processes. GA has a high ability for global searching. However, there are many parameters (e.g., population size, crossover rate and mutation rate) and many operators (e.g., crossover, mutation and selection operator). Thus, the complexity of the GA is higher, and the convergence is slower. On the other hand, PSO has a high global searching ability as well, but it could be implemented simply without too many parameters and operators. Thus, it converges fast. However, it is possible that the solutions of PSO may fall into local optima.

VI. CONCLUSION

In this paper, we proposed a multi-objective particle swarm optimization (MOPSO) scheme for cloud brokering to find the appropriate connections between clients and service providers to optimize the energy consumption of service providers, the profit of the cloud broker and the response time of requests from clients. Extensive simulations have been conducted, and the results demonstrate that the MOPSO is able to find appropriate sets of solutions for cloud brokering. We compared the performance of the MOPSO with that of a well-known genetic algorithm (NSGA-II) and a random search algorithm. The results show that the proposed algorithm successfully reduces the response time and the energy consumption of the system and increases the profit of the cloud broker better than the NSGA-II and the random search algorithm. In future work, we will conduct experiments under large-scale and well-known cloud simulations (e.g., CloudSim, GreenCloud, and...
iCanCloud. Additionally, we will take into account the complexity of the MOPSO as a parameter of energy consumption and find the operators to reduce the complexity of MOPSO.
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Appendix

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>The number of clients</td>
</tr>
<tr>
<td>M</td>
<td>The number of cloud service providers</td>
</tr>
<tr>
<td>U</td>
<td>The set of N clients</td>
</tr>
<tr>
<td>S</td>
<td>The set of M cloud service providers</td>
</tr>
<tr>
<td>b&lt;sub&gt;i&lt;/sub&gt;</td>
<td>A binary variable with client i and service provider j</td>
</tr>
<tr>
<td>RT</td>
<td>The response time</td>
</tr>
<tr>
<td>P</td>
<td>The profit of the cloud broker</td>
</tr>
<tr>
<td>E</td>
<td>The energy consumption</td>
</tr>
<tr>
<td>L&lt;sub&gt;ij&lt;/sub&gt;</td>
<td>The latency between client i and service provider j</td>
</tr>
<tr>
<td>T&lt;sub&gt;ij&lt;/sub&gt;</td>
<td>The execution time of the request at service provider j</td>
</tr>
<tr>
<td>P&lt;sub&gt;i&lt;/sub&gt;</td>
<td>The price from client i</td>
</tr>
<tr>
<td>C&lt;sub&gt;j&lt;/sub&gt;</td>
<td>The cost of service provider j</td>
</tr>
<tr>
<td>E&lt;sub&gt;j&lt;/sub&gt;</td>
<td>The energy consumption of service provider j used to execute the job</td>
</tr>
<tr>
<td>R&lt;sub&gt;i&lt;/sub&gt;</td>
<td>The number of requests from the client i</td>
</tr>
<tr>
<td>A&lt;sub&gt;j&lt;/sub&gt;</td>
<td>The capacity of service provider j</td>
</tr>
<tr>
<td>v&lt;sub&gt;k&lt;/sub&gt;</td>
<td>The velocity vector at the i-th particle and the k-th dimension</td>
</tr>
<tr>
<td>x&lt;sub&gt;ik&lt;/sub&gt;</td>
<td>The position vector at the i-th particle and the k-th dimension</td>
</tr>
<tr>
<td>p&lt;sub&gt;ik&lt;/sub&gt;</td>
<td>The best position of the i-th particle and k-th dimension</td>
</tr>
<tr>
<td>q&lt;sub&gt;ik&lt;/sub&gt;</td>
<td>The best position of the swarm at the i-th particle and the k-th dimension</td>
</tr>
<tr>
<td>r&lt;sub&gt;1&lt;/sub&gt;, r&lt;sub&gt;2&lt;/sub&gt;</td>
<td>A random number that is uniformly distributed in the interval 0 to 1</td>
</tr>
<tr>
<td>c&lt;sub&gt;1&lt;/sub&gt;</td>
<td>The coefficient of the self-recognition component</td>
</tr>
<tr>
<td>c&lt;sub&gt;2&lt;/sub&gt;</td>
<td>The coefficient of the social component</td>
</tr>
<tr>
<td>ω&lt;sub&gt;1&lt;/sub&gt;</td>
<td>The weight of the response time of requests</td>
</tr>
<tr>
<td>ω&lt;sub&gt;2&lt;/sub&gt;</td>
<td>The weight of the profit of the cloud broker</td>
</tr>
<tr>
<td>ω&lt;sub&gt;3&lt;/sub&gt;</td>
<td>The weight of the total energy consumption of the system</td>
</tr>
<tr>
<td>μ</td>
<td>The number of individuals in the population</td>
</tr>
<tr>
<td>d'</td>
<td>The number of individuals that dominate X&lt;sub&gt;i&lt;/sub&gt;</td>
</tr>
<tr>
<td>λ</td>
<td>A random number that is uniformly distributed as a positive number</td>
</tr>
</tbody>
</table>
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